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Abstract

This paper studies convergence properties, including local and global strong
E-stability, of the rational expectations equilibrium (REE) under non-smooth
learning dynamics, and the role of monetary policy in agents’ expectation for-
mation. In a New Keynesian model, we consider two types of informational
constraints that operate jointly - Sparse Rationality under Adaptive Learning.
We study the dynamics of the learning algorithm for the positive costs of atten-
tion, initialized from the equilibrium with mis-specified beliefs. We find that, for
any initial beliefs, the agents’ forecasting rule converges either to the Minimum
State Variable (MSV) REE, or, for large attention costs, to a rule with anchored
inflation expectations. With stricter monetary policy the convergence is faster.
A mis-specified forecasting rule that uses a variable not present in the MSV REE
does not survive this learning algorithm. We apply the theory of non-smooth
differential equations to study the dynamics of our learning algorithm.
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1 Introduction

1.1 Sparse Adaptive Learning

Modelling agents’ expectation formation in self-referential systems has been exten-
sively debated in the literature. The debate has received a different angle when
increased computer power and data availability simplified dimensionality reduction
and variable selection.? With a large stock of predictors available without theoretical
justification for their forecasting power, finding a meaningful and intuitive model spec-
ification becomes a challenging task. In a dynamic self-referential system, the choice of
variables in the forecasting models affects the system itself. A vast Adaptive Learning
(AL) literature has studied the conditions under which coefficients, or ‘beliefs’, of a
fixed forecasting model in self-referential systems converge. The convergence has been
shown to depend on the stability of an ordinary differential equation approximating
the dynamics under learning with particular beliefs updating rule; if the learning uses
a Least Squares regression, the concept is called Expectational-, or E-stability. The
dynamics and stability of learning in the presence of variable selection have not been
studied sufficiently in the literature.

In this paper, we contribute to the literature by studying three aspects of learn-
ing with selection of forecasting rules under attention costs.? First, we extend the
standard AL setup by incorporating a dynamic dimensionality reduction, realized as
a costly attention allocation problem. This makes the number of variables used in the
forecasting rule time-varying and make the learning algorithm non-smooth. This non-
smoothness could give rise to the sliding dynamics that appear along the boundary

where more than one forecasting rule is optimal. We believe that a description of slid-

Examples include principal components analysis: Stock and Watson (2002), dynamic factor mod-
els: Banbura et al. (2013), Stock and Watson (2016)), and active spaces or penalized regressions: see
Hansen and Liao (2019), Korobilis (2013), and Nazemi and Fabozzi (2018). A systematic way of using
many variables in econometric and forecasting models is represented by many variants of penalized
regressions, including Ridge, Lasso, elastic nets, etc.: see Gefang (2014), Tibshirani (1996), De Mol
et al. (2008), or Yuan and Lin (2007). See also Andrle and Bruha (2023) for sparse Kalman filter
estimation.

2We are using terms “forecasting models” and “forecasting rules” interchangeably unless there is
a reason to distinguish them.



ing dynamics in the adaptive learning literature is novel. Second, we contribute to the
AL literature by addressing the global stability of the Minimum State Variable (MSV)
Rational Expectations Equilibrium (REE) taking into account this non-smooth learn-
ing algorithm, where the agents start in a Restrictive Perception Equilibrium (RPE)
with a forecasting rule that differs from MSV REE, and can switch the rule during
learning. This RPE can be thought of as an outcome of an AL procedure with zero
attention costs, when the agents are allowed to take only one variable into account.
However, after such a convergence, if the agents could include the second variable into
their forecasting rule subject to attention costs, and continue learning, they will change
their rules and converge to the MSV REE. Thus, global E-Stability of the MSV REE
can be envisioned in a very large region of initial beliefs. The RPE can be considered
an artifact of adaptive learning under a very strong information exclusion constraint.
Third, we study the role of monetary policy for dynamics and the equilibrium choice of
forecasting rules and anchoring of inflation expectations. Although we study a model
with only a few variables, the intuition we develop regarding model selection can be
extended to large scale models with multiple variables or groups of variables.

To address these aspects, we study the dynamics of a model with boundedly ratio-
nal agents, who operate under a combination of two types of information constraints:
Recursive Least Squares (RLS) learning®, with the agents updating their beliefs about
the coefficients in their forecasting rules, and Sparse Rationality, which imposes costs
on the attention weights of different variables in the forecasting rule, thus selecting
variables to be used in the rule. We call this algorithm Sparse Adaptive Learning
(Sparse AL). The combination of these two concepts of bounded rationality allows us
to study dynamic model selection with costly attention for a variety of initial beliefs,
including when agents start with mis-specified forecasting rules.

Our agents use their estimates of the forecasting rules to form expectations of the
future values of macroeconomic variables and agent actions that affect future realiza-
tions of data. The process of expectations formation then becomes self-referential. In

Sparse AL, the agents are not only updating the regression estimates, but are also

3A variety of other variants is possible, such as Constant Gain learning, Kalman Filter learning,
etc.



constantly deciding on the amount of attention they will pay to different variables,
thus adding another mechanism into the usual self-referential feedback loop studied in
the adaptive learning literature.

The Sparse Rationality approach formulated in Gabaix (2014) is a type of penalized
regression, specifically a non-negative garrote. A penalized regression minimizes the
loss function that consists of the sum of squared prediction errors plus a penalty term.
In garrote, the penalty is imposed on the sum of absolute values of attention weights
on different variables. Solving the problem of minimizing the loss function results in
the derivation of optimal attention weights, some of which could be zero due to the
functional form of the penalty, thus inducing sparsity. The choice of garrote estimator
for a dimensionality reduction is motivated by its forecasting performance combined
with its ability to preserve the story-telling properties of the model. In macroeconomic
modelling, it is important to understand the economic logic behind predictions and,
even more importantly, to be able to communicate the results to policy makers. Some
classical dimensionality reduction methods clearly lack story-telling properties, while
garrote allows us to study agents making choices among models that support economic
narrative.

We are interested in the dynamics of the model that starts with initial beliefs
that are significantly different from those consistent with the Minimum State Variable
Rational Expectations (MSV REE) equilibrium developed by McCallum (1983, 2003).
In particular, motivated by Audzei and Slobodyan (2022), we allow our agents to
start arbitrarily close to the “wrong” RPE, in which case the initial forecasting rule is
over-parametrized and includes a variable that is absent from the MSV REE solution.

We study the approximating dynamics of our learning algorithm represented by the
solutions to a system of ordinary differential equations (ODEs). This approach allows
us to more precisely characterize the convergence properties and dynamics across the
areas where different forecasting rules are optimal. Our analysis of sliding dynamics
is enabled by our reliance on continuous time ODEs.

We find that the dynamics under under Sparse AL generally converge to the MSV
REE-consistent forecasting rule, even if the agents’ initial beliefs are consistent with

the RPE and are far away from MSV consistent beliefs. Because this convergence



happens for initial beliefs that are not located in a small neighborhood of the MSV
REE, we can speak about the global E-Stability of the MSV REE. The area in the
parameter space consistent with convergence to the MSV REE forecasting rule under
Sparse AL learning dynamics with attention costs constraints is significantly larger
than in Audzei and Slobodyan (2022). Moreover, the RPE in our model, which is
E-stable conditional on the limited information set, is unstable when a richer infor-
mation set is introduced, and does not survive in the long run under Sparse AL. This
suggests that the very existence of the RPE could be a fragile event that is caused
by conditioning on the limited information available to the agents. Further, for larger
values of the attention costs, the forecasting rule that contains only the constant can
become stable, anchoring the inflation expectations to that constant. We call this an
anchored rule.

A stronger monetary policy reaction to inflation facilitates the model’s transition
from an RPE towards an MSV-consistent rule. A stronger monetary policy reaction
decreases the feedback from expectations and limits the possibility of a “wrong” fore-
cast becoming self-fulfilling. Thus, the agents switch to include a “correct” variable
and drop the “wrong” variable sooner, in a shorter time and thus a smaller number of
iterations.

A more aggressive monetary policy somewhat expands the area in which an an-
chored rule is a stable equilibrium, consistently with Audzei and Slobodyan (2022).
This happens because a stronger monetary policy reaction to inflation reduces the
volatility and persistence of inflation in the model economy. When attention is costly
and the volatility and predictability of the variables in question is low, the agents are
less willing to pay costly attention to learn about their dynamics. Instead, agents uti-
lize an anchored rule so that their inflation expectations are anchored at the long-term

inflation average.*

4In case of inflation, this long term average may or may not coincide with the inflation target,
therefore for the purpose of this paper we abstract from normative statements about desirability of
such an outcome for a central bank.



1.2 Literature Review

This paper is related to a literature on the survival of mis-specified equilibra in self-
referential systems. Evans et al. (2012) showed that the convergence to a mis-specified
equilibrium occurs when the feedback parameter on the expectations is strong. A
similar conclusion was obtained by Adam (2005), Hommes and Zhu (2014), Hommes
(2014), Branch et al. (2022) and Hajdini (2022), but under different formulations of
mis-specification and learning processes. Our main contribution to this literature is
adding variable selection and sparsity considerations as in Gabaix (2014) to Adaptive
Learning, and studying the global (Sparse) E-stability of the resulting dynamic system.
We find that asymptotic stability of a particular mis-specified equilibrium (the RPE)
can be very fragile, and that the RPE would not survive after allowing the agents
to consider combinations of mis- and well-specified rules, instead of comparing the
performance of a fixed set of rules, as is typically done in this literature. As in Audzei
and Slobodyan (2022), we also show that a stronger monetary policy response to
inflation, which is inversely related to the expectational feedback parameter, makes
the survival of a mis-specified equilibrium less likely.

In our framework, agents’ dynamic decisions on including or excluding the variables
from the forecasting rules introduces discontinuity into the model dynamics when the
set and number of included variables changes. This potential discontinuity forces us
to rely on the theory of non-smooth differential equations, (see Filippov (1988) and
Jeffrey (2019)), for studying the approximating behavior of the Sparse AL algorithm.
In addition to the standard convergence of learning dynamics, sliding dynamics along
the boundary where the agents are indifferent between two different forecasting rules
can be observed. The appearance of sliding affects the convergence properties of
different equilibria.

Further, we refer to a large strand of literature on AL and its interaction with mon-
etary policy. Summaries of the AL approach are provided in Evans and Honkapohja
(2001) and Marcet and Sargent (1989). Seminal contributions related to AL interac-
tion with monetary policy include Orphanides and Williams (2007), who studied the

robustness of monetary policy rules when agents are learning. The monetary policy



analysis in our paper is more related to the studies that address how monetary policy
affects the learnability and stability of the equilibria under the learning process: see
Mele et al. (2020), Bullard and Mitra (2002), Slobodyan et al. (2016), Christev and
Slobodyan (2014) and Gibbs (2017). In these studies, the learnability and stability of
a desired equilibrium is viewed as additional desiderata for a monetary policy rule. We
distinguish this work from this literature by considering an environment with costly
attention. Large attention costs alter monetary policy impact on expectation forma-
tion, as stabilizing inflation and output results in lower agent incentives to learn about
them.

Our research question is also related to the literature on model validation: Cho and
Kasa (2015) study validation of alternative models based on large deviations theory.
In contrast to large deviation theory, we study only the mean or average, dynamics of
the model rather than the probabilities of tail events. An important difference between
our analysis and that of Cho and Kasa (2015) is that one of the forecasting rules is
MSYV consistent, which allows our agents to learn the true model of the world, while
in Cho and Kasa (2015), all models are potentially mis-specified.

Our formulation of the initial mis-specified equilibrium is inspired by empirical and
theoretical literature on RPEs. Studies have demonstrated that models with simple
prediction rules for inflation outperform those applying complicated rules in survey
and experimental settings: see Branch and Evans (2006), Adam (2007), Hommes
(2014), and Pfajfar and Zakelj (2014). Survey literature supports the existence of
different mental models: For example, Jiang et al. (2024) finds that most consumers
do not adjust their consumption in the short run to changes in inflation expectations.
Heterogeneity in macroeconomic forecasts due to emphasis on different transmission
mechanisms is highlighted in Andre et al. (2022). In relation to the models’ behav-
ior at the effective lower bound, Ascari et al. (2023) show that combining the RPE
and bounded rationality helps to restore the uniqueness of an equilibrium. In the
context of estimated New Keynesian models, Slobodyan and Wouters (2012a, 2012b),
Audzei (2023), Ormeno and Molnar (2015) and Vazquez and Aguilar (2021), have
shown that assuming that agents use very simple forecasting rules leads to model fit

in estimated DSGE models under adaptive learning that is superior to that under



RE. Hajdini (2022) shows that simple rules are consistent with consensus inflation
forecasts. While Hajdini (2022) combines mis-specified forecasting rules with myopia
a la Gabaix (2020), we combine mis-specified rules with costly attention as in Gabaix
(2014), such that agents’ choices depend on the volatility and persistence of the vari-
ables given attention costs. This type of formulation changes model predictions for
some range of attention costs and variable predictability, when it becomes optimal for
the agents to use only a constant as a predictor for inflation.

The paper is structured as follows. We start by describing the concept of Sparse AL
and the global stability of the models in this context. We illustrate global convergence
under Sparse AL concept in a simple framework of learning about the Fisher equation
in Section 3. In this framework, we are able to study the transition of models between
equilibria and the role of monetary policy in the evolution of forecasting models. We
continue with a small-scale general equilibrium NK model with expert advice.

in Section 4. We further study the stability and learnability of different equilibria
in Section 5, where we also address the global E-stability of MSV REE using the
theory of non-smooth differential equations. We demonstrate analytically how the
non-smooth dynamics allow us to compare the model dynamics under fast and slow

updating of underlying variable selection. The final Section concludes.

2 Sparse Rationality under Adaptive Learning

The Sparse Rationality concept, introduced by Gabaix (2014, 2017) considers the
following decision problem. Suppose an agent wants to minimize a loss function as-
sociated with some costly action. If the loss function is given as a sum of squares of
forecast errors from a linear forecasting problem plus the cost of action, which is a
function of the regression coefficients of this regression, the problem is that of penal-
ized regression. The penalty term can be interpreted as the sum of the costs of paying
attention to the variables due to information or data collection efforts.

Under Gabaix’s concept, agents choose the weights of attention to the variables
depending on their importance in decision making, where importance depends on the

predictors’ contribution to the variance of the predicted variable and the utility of



agents. In the context of the forecasting process, one could interpret the weight of
attention as the frequency of data revisions, recalibration of trends, and/or of steady
states. If the weight on a variable is zero, agents use its default or steady state value.
In a model linearized around the steady state, zero attention weight means that the
agents do not include the variable in their regressions. When the attention weight is
unity, it means that the forecast is fully adjusted for deviation of the variable from the
steady state value. Selecting attention weights equal to zero or one is thus equivalent
to a classical model selection exercise. For example, when energy prices rise, central
banks can ignore their deviation from the steady state when the deviation is considered
to be temporary and with little propagation to quarterly inflation. Thus, the weight
of energy prices in an inflation forecast will be zero. At the other extreme, when a
central bank estimates that energy prices are the major driver of inflation, the weight
on energy prices in the forecast is unity. An attention weight between zero and unity
reflects the degree by which a deviation in energy prices is incorporated into inflation
forecasts.

Formally, the decision problem is formulated as follows. Suppose that the agents
populate an economy that is described by a general expectational difference equation

with matrices of coefficients A, B, C"
Y = AEwi1 + BEw; 1 + Cuy. (1)

Note that the agents’ expectations about future inflation affect the actual dynamics
of inflation. The choice of forecasting model influences the dynamics of the model
through the expectational term.

The agents form their expectations by using a linear forecasting rule - a perceived
law of motion (PLM). They obtain the regression coefficients 3 in their forecasting
rules by applying the usual OLS regression or a linear projection of the response

variable y on a set of regressors @:

Y = 1214-1+ .+ BoTni—1 + € = (B—1 © mt—l)th—l + €, (2)



where 3, m and x are vectors of beliefs, weights, and regressors, respectively.
They then form forecasts as ¢y = Simix14-1 + ... + BpuMy @y -1, With m; being the
attention weight allocated to the variable x;. The agents then maximize the quality

of their forecast: u = —1F [(: — yt)ﬂ, subject to attention costs k > |m;|, where
i=1..n
k is the attention costs parameter. The optimal attention vector m is thus obtained

as a solution to the following problem:

me0,1]"

m* = arg min {%E (9 — yt)ﬂ + K Z |ml|} = G(Bi—1,M4_1). (3)
i=l..n

The problem (3) is known as a (non-negative) garrote, and the weights can take
any value between 0 and 1. Specifying the penalty term as the sum of absolute
values ensures that the corner solutions with attention weights of 0 and 1 are possible.
Minimizing the loss function with an attention cost penalty is then akin to running a
classic model selection exercise; however, it is also possible to pay partial attention to
a variable when 0 < m; < 1.

We now allow the agents to continue learning adaptively, taking into account the
attention cost. As is usual in the adaptive learning literature, they run Recursive
Least Squares (RLS) to adjust the values of beliefs 8 and the second moments of the

explanatory variables R, according to equations (4-5):

Be = B—1+
+tt Rfl cxy—q - (T(B—1 © mt—l)T 1+ e — (B—1 © mt—l)T : wt—l)Ta (4)
Ry=Ri 1+t (w1 — Ri). (5)

However, in addition to the standard RLS, the agents also recompute the optimal

attention weights m* given B;_1; and m;_71, and adjust their current weights m
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towards the optimal values, as in equations (6)-(7):°

my=my_; +nt " - (m; —my_q), (6)

m; =G (Bi—1,mM¢—1). (7)

We call this combination of a usual Adaptive Learning and Sparse Rationality a Sparse
AL.

2.1 Approximating the Dynamics of Sparse AL

While the algorithm in (4)-(7) could be studied in its original discrete-time form, we
opt to investigate its approximating average dynamics, which is a multi dimensional
nonlinear ODEs. While we show most numerical simulations for the models in Sec-
tions 3-4 using the algorithm in (4)-(7), working with the approximating ODE is very
helpful for analyzing the dynamics of the simple model in Section 3 around the RPE
and sliding dynamics for the New Keynesian model in Section 5.2. Further, we obtain
E-Stability results using approximating ODE.

The approximating ODE for the described learning algorithm is given by the equa-
tions (8) below:

B=T{Bom)-Bom,
R=%-R, (8)
m=n-(G(B,m)—m).

Following Evans and Honkapohja (2001), section 6.2.2, one can interpret this ODE
as the agents fixing the parameters of their forecasting rules - 3, R, and m - and
observing the terms, multiplied by the gain, on the right-hand side of (4)-(7), for a
very large number of periods. Then, they average these right-hand side terms, and
make an infinitesimal step in the direction of the average value. They also make an
infinitesimal step towards the attention weights that would be optimal in these periods.

Fixing n = 1 in (6) then implies that the agents adjust their beliefs, 8 and R,

®Note that we allow for difference in the gain in beliefs updating equations (4)-(5), 1/¢, and in the
weights updating equation (6), n/t.
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as often as they adjust the attention weights m, while n < 1 signifies a less frequent
adjustment of attention weights than of beliefs. Given that solving an OLS problem
is much simpler than obtaining the solution to (3), which in general requires usage
of advanced convex optimization tools such as LARS, it is natural to assume that
the agents would update weights less often than beliefs and thus use n < 1. In our

numerical simulations later in the text we compare the results for n = 1 and n = 0.01.

2.2 Global Convergence and Initial Beliefs

When the agents are using the MSV functional form to formulate their PLM and then
use the RLS learning algorithm to learn the coefficients in their PLM, the dynamics
of their currently assumed coefficients (beliefs) is asymptotically governed by the ap-
proximating ODE. Asymptotic stability of a stationary point of this approximating
ODE, or weak E-stability, is related to the convergence of the agents’ beliefs to their
MSV REE values: see Evans and Honkapohja (2001) and Marcet and Sargent (1989).

In this paper, we are mainly interested in a form of the global strong E-stability
concept of the MSV solution. The weak E-stability guarantees only that if the agents’
forecasting rule has the same functional form as the MSV solution, and the values of
coefficients they believe in are initially contained in some small neighborhood of the
MSV values, then under appropriate assumptions, the RLS learning will converge to
MSV REE with a probability approaching 1; see Evans and Honkapohja (2001). This
result leaves two unanswered questions. First, what happens if the initial forecasting
rule contains more variables than the MSV-consistent rule? Will the agents asymp-
totically learn that the values of extraneous coefficients in the PLM are zero? In other
words, does the strong E-stability obtain? Second, what happens if the initial beliefs
are far away from the MSV ones: will we still observe convergence? That is to say, is
the weak or strong E-stability not just local (asymptotic), but global?

Unlike the weak E-stability, a strong E-stability concept is not unique. It is defined
only with respect to the specific mis-specification of the PLM from which the learning
is assumed to begin. To answer the first question, we derive the conditions under which

the strong E-stability obtains when the agents allow an additional endogenous variable
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to be present in their PLM for the two models we consider in this paper. We show
that if the sufficient condition for the weak E-stability is satisfied, strong E-stability
obtains as well. With strong E-stability, the beliefs will still converge to the correct
MSV REE beliefs and the agents will learn that the additional variable does not belong
in their PLM; this is guaranteed to occur when the initial beliefs are sufficiently close
to the MSV REE ones, and thus the initial beliefs about the additional variable are
close to zero.

In order to answer the second question, we consider agents’ initial beliefs that are
as far away from the MSV as possible, while still resembling the MSV functional form.
To do so, in this paper we start with the beliefs that are consistent with the Restricted
Perceptions Equilibrium. That is, with all agents using a forecasting rule that includes
some “wrong” variables that are absent from the MSV and/or that exclude “correct”
ones. When the agents use the ‘incorrect’ set of variables for forecasting, due to the
self-referential nature of the beliefs, the resulting Restricted Perceptions Equilibrium
is skewed, and it could happen that the forecasting errors are smaller than they would
have been had the agents used the ‘correct’ variables in this skewed RPE.

We start with a simple self-referential univariate model and then move to a New-

Keynesian model with a richer structure and standard set of frictions.

3 Simple Model: Fisher Equation

To illustrate the dynamics of model selection under Sparse AL in a simple example
with analytical results, we employ a Fisher equation with an exogenous real interest
rate. The nominal interest rate is given by a simple Taylor rule with a zero inflation

target. The model can be summarized as follows:

Ry =1+ Eymyqq, 9)
T = Pri—1 + Uy, (10)
Rt = ¢7rt> (11)
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where 7 is the real interest rate and 7 is inflation. Eq. (9) is the Fisher equation with
the nominal interest rate R; set according to the Taylor rule (11), and the real interest
rate in (10) is an AR(1) exogenous process with stochastic disturbance ;. Parameter
¢ controls the strength of monetary policy reaction to inflation. The agents observe
the current real rate r; and inflation from the prior period 7;_; while making forecasts
for inflation in the next period.

Plugging (11) into (9) we obtain the dynamics of inflation:

T = glbrt + %Etﬂ't+]_, (12)
where the term 1/¢ determines how strongly the expectations affect the actual dynam-
ics of inflation: The higher this term is, the stronger the effect of agents’ forecasting
rule on actual inflation.

To form their forecasts, our agents run regressions using one or both observables -
the current real interest rate or lagged inflation. In general, the agents can use a PLM

of the following form:
T =T + B, (13)

where v and  are their beliefs on 7, and m;_; respectively. Note that the rule (13)
nests cases in which only one variable is used for forecasting (v = 0 or § = 0), or
where none of the variables are used (y = 8 = 0).

Computing agent expectations and plugging them into (12), we receive the actual
law of motion - ALM:

1 1 _
T = aT’t -+ 5 (")/ (5 + p) Ty + 5271}71) =cCr; + bﬂ't,h (14)
with ¢ = é(’y(ﬁ +p)+1)and b= éﬁ2 being the ALM coefficients on r; and 7;_1.
In Appendix A.1 we derive the REE MSV and show that sufficient conditions
for strong E-stability coincide with sufficient conditions for weak E-Stability. We are

interested in the dynamics of model selection when the agents start with a “wrong”
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forecasting rule. Motivated by empirical and theoretical work on restricted perception,
we allow our agents to use only one variable in their initial PLM. There are two such

rules:

M, :m =B = Em = B, (15)
M, 7y =n~ry = B = ypry. (16)

While M, is the MSV-consistent forecasting rule, M, is the “wrong”, mis-specified
rule as it omits the state variable r; and contains the “wrong” extra variable m;_;. We
also call the equilibria induced by these forecasting rules M, and M, respectively. M,
is the RPE.

M. could exist if agents’ perceived autocorrelation of inflation equals its true value
obtained from projecting m; on 7m;_1. As shown in the Appendix A, the equilibrium £
is given by the unique real solution of (17):

cov(my, m_1)

f=———=—=I() (17)

var(m)
We list other conditions for RPE to be an equilibrium in Definition 1.

Definition 1. The RPE M, exists if all of the following conditions are satisfied:
(i): There exists 8 s.t. |B| < 1, which is a fized point of mapping T in (17);

(ii): the ex-post forecasting performance of M is better than that of M,;

(iii) M, equilibrium is E-stable.

In the RPE, the forecasting performance of the rule M, measured by the mean
squared forecast errors (MSFE) should be better than that of M,.. Appendix A shows
that for the rule M, to have lower MSFE than M, the variation explained by the lag
of inflation should be larger than that explained by the real interest rate:

b’o? > o (18)

re

For condition (iii) to be satisfied, that is, for the solution to be E-Stable, the following

15



should hold:

or(p)
op

<1. (19)

Proposition 1 states the conditions under which this mis-specified rule becomes an
equilibrium.

Proposition 1. The necessary condition for (i)-(iii) to be satisfied is the Taylor

> —2B(p,$)*
?B(p,9)?

Proof. Appendix A.2. O

principle ¢ > 1, the sufficient condition is < p < 1 plus the Taylor principle.

The Taylor principle is a usual necessary condition for E-stability in monetary
models. As higher persistence of the real interest rate results in greater correlation
with inflation, a larger portion of the actual variation of the forecast variable (inflation)
is explained by the “wrong” variable (lagged inflation), making M, perform better than
M,

Further, for a more aggressive monetary policy, the explanatory power of M,
becomes too small to produce better forecasts than M,. As ¢ becomes larger, the
expectational feedback in Eq. 12 becomes smaller, lowering the contribution of the

mis-specifed rule to the dynamics of inflation.

3.1 Dynamics Under Sparse Rationality

Suppose that the parameters of the model are such that the RPE exists and is given
by the corresponding ALM in (14). We allow the agents to have initial beliefs (3,7, R)
consistent with the RPE. Their initial attention weights are (m,,m,) = (1,0). The
agents then dynamically reconsider their forecasting rules in line with Sparse AL de-
scribed in Section 2. They update their beliefs about (53, , R) according to the stan-
dard adaptive learning procedure (4)-(5), solve the optimal weight selection problem
by computing the function G(3,m) in (3), and update the weights as in (6). The
resulting dynamics are approximated by the system of ODEs (8). Analyzing the RHS
of (8) under the assumption that agents’ beliefs about second moments R are also at

their equilibrium values, we state the Proposition 2:
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Proposition 2. Under Sparse AL, the agents’ beliefs about inflation are always de-

creasing as % < 0. Their beliefs about the interest rate are non-decreasing as % > 0.

Proof. Appendix A.3. [

Proposition 2 states that, as we start from the RPE beliefs with (m,, m,) = (1,0)
and § < 1, § is decreasing as the agents learn. As weight on inflation lag m, cannot
increase above unity, m, [ also falls. On the other hand, the belief about interest rate
v increases. The value m,~y initially stays at zero as the optimal m is 0 at the RPE.

In other words, as soon as we allow the agents to move along two dimensions rather
than one, the dynamics is to decrease the beliefs about inflation and to increase them
about the interest rate. As shown in the Appendix A.3, this behavior is likely to be
preserved even if the agents are mistaken about the second moments matrix R implied
by the RPE ALM, but their beliefs about it are not too far from its true value.

Thus, the RPE is a stable fixed point in 1D space, as the condition (iii) of Definition
1 is satisfied, but it is not a stable fixed point in the 2D space. This is explained
by the difference between the RPE’s approximating ODE and the first line of the
2D approximating ODE in (A52). The reason for this is that, in the 1D case, any
movement away from the RPE value of [ leads to changes in correlation between
inflation and interest rate that need to be taken into account, while in the 2D case
these dynamics can be ‘moved’ into the second dimension. This means that the RPE
value of # is not the first component of the stationary point in the 2D case, and
therefore immediately after opening the second dimension, we have the dynamics of
learning moving agents away from the RPE beliefs.

Asymptotically as § — 0 in (A52), the ODE for 5 becomes linear and has a fixed
point f = 0. Therefore, Sparse AL dynamics can reach the point at which agents
take no account of inflation in their PLM. But what will their final forecasting rules
be? There are two model candidates that pay no attention to inflation: the anchored
(constant only) rule and the MSV-consistent rule. When the weights become such
that a set of variables in a forecasting rule changes in the updating process, we call it
a model switch. Therefore, we now consider the sequence of switches that could lead

the agents from the attention weights with (m, > 0,m, = 0) to (m, = 0,m, > 0).
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3.2 Forecasting Model Switches and Sparse Rationality

Under sparse rationality, the agents’ forecast depends not only on the underlying
beliefs 5 and ~, but also on the selected weights. The expectations are formed using
these beliefs and the weights m, and m,, which produce the ALM:®

(Bmz)”

¢ Ti—1 = CI't + l_)ﬂ't_l. (20)

e = ;b (mr'Y (mﬂﬁ + p) + 1) T+

The agents use a standard AL procedure to update their beliefs. On the average,
this is given by the first line of the ODE (8). In order to find optimal weights under
sparse rationality, they then standardize the variables and compute the modified ALM

coefficients:

¥ =b—=b 21
=5, (21)
1 — pb)(1 — b2
Or 1+ pb

Note that the standardized value of ¢, in (22) is independent of ¢ and thus of =,

leaving only b = %

as the relevant PLM belief for the purposes of computing
forecasts in the attention weights problem. This is due to the fact that the true state
variable of the model, r;, is exogenous, and its variance is thus independent of PLM
beliefs. Moreover, in this setup, ¢, is decreasing in b, so that while m,/3 is decreasing
while the agents learn, ¢, increases. This leads to very simple sequencing of optimal
model switches, as we show below.

Solving for the weights in (3) is equivalent to selecting the lowest of the nine value
functions (term in the figure brackets in Eq. 3), which are derived in Appendix A,
Eqs. A57-A64. This determines the forecasting model that is optimal for particular
values of the agents’ beliefs and given the parameter values. To further understand the
dynamics of model selection, we therefore compute the boundaries between different

value functions being optimal, which informs us about the order in which the agents

6Note that the Eq. (14) is a special case of this expression for m, = m,. = 1.
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Figure 1: Dynamic Model Selection and Costs of Attention
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Note: For the Figure we use numerical values of p = 0.5 and ¢ = 1.15. The black arrow illustrates
dynamics from RPE to MSV, the red arrow - from (0,0) to MSV.

switch between different forecasting models. As only the product of their beliefs and
the weight on inflation is relevant for the forecasts, expected forecast errors, and thus
the weight selection problem, for particular parameter values these boundaries will be
points in a 1-dimensional space.

The result of selecting the optimal weights is illustrated in Figure 1. The Figure
shows agents’ selection of attention weights as a function of their current value of m, (8
and of the attention cost parameter k. The arrows illustrate the dynamic trajectories
of the agents’ beliefs as well as the outcomes of the model selection. While Figure 1
is plotted for a specific value of p and ¢, below we provide a general characterization
of the agents’ decision to switch between the optimal models.

Depending on the value of costs k, the trajectory of beliefs towards 3 = 0 crosses
several boundaries between the regions where a particular combination of weights is

optimal, summarized in the following Proposition:

Proposition 3. There exist boundaries by < by, such that for low values of k:
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o for m,( > by agents use the RPE-consistent rule, (m,,m,) = (1,0);

o for by < mgfB < by both attention weights are positive, (m, > 0, m, > 0);

o for m,( < by the agents choose the MSV-consistent rule, (m,,m,) = (0,1).
For large values of k there exists one border bs, such that if

o for m,[B3 > b3, the agents choose the anchored rule,

o for m;B < bs, the agents choose the MSV-consistent rule
There exists k such that b3 < 0. For k > k, only the anchored rule is possible.
Proof. Appendix A.4 ]

Proposition 3 states that, as we move from a pure RPE with the weights (m,, m,.) =
(1,0) along the path shown as a black arrow, the agent beliefs first hit the boundary
by between the area with RPE consistent beliefs (m,,m,) = (1,0) being optimal,
and the area where there are positive weights on both variables (m,,m,) = (z,z).
When m, 3 < by, it becomes optimal for the agents to allow a nonzero weight on the
real interest rate. The actual value of m,~ starts to increase above 0 after crossing
boundary be, in accordance with (8).

As agents add the real interest rate to their regressions, m, 8 continues to decrease,
eventually becoming such that b < x. This is the boundary with the region where
including the lag of inflation into the forecasting rule is not optimal. In this region,
m, and m, [ decrease towards 0 while m,y converges to MSV-consistent value.

Proposition 3 further states that, when attention costs k are large (the trajectory
of beliefs shown as a red arrow in Figure 1), for large initial beliefs about m,f it is
optimal to include no variables in the forecasting rule, (m% = m} = 0). According to
Eq. 8, m, starts to decline while (3 falls as per Proposition 2. With m, [ declining, the
explanatory power of the real interest rate grows because ¢, is a decreasing function
of m, [ as noted above. Eventually, the trajectory hits the boundary m 3 = b3, where
the MSV-consistent forecasting rule starts to be optimal, so that convergence to the
MSV beliefs ensues.
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For still higher attention cost x the MSV-consistent beliefs never become optimal,
and the agents stick with the anchored rule forever (0,0).

When costs of attention k are zero, standard adaptive learning dynamics ensue,
and the beliefs converge to the MSV, which is weakly and strongly E-stable as long as
¢ > 1, as shown in the Appendix A.1.

Finally, for intermediate values of xk one can observe additional boundaries, for
example between (m,,m,) = (0,0) and (m,,m,) = (x,z). Convergence to the MSV

is still the ultimate outcome of the Sparse AL algorithm.

3.3 Monetary Policy and Discussion

We next comment on the effect the monetary policy has on the convergence of the

agents’ beliefs to the rest point, where inflation is not taken into account.

Proposition 4. As monetary policy reaction to inflation becomes stronger (¢ in-

creases), the speed of convergence of beliefs to m.[3 = 0 increases.

Proof. From (A52) and (A53) it follows that % is decreasing in ¢. Therefore the
product m, 8 = 0 declines faster, and thus the speed of convergence to the fixed point

with m, 8 = 0 is greater. ]

Proposition 4 states that the effect of strong monetary policy reaction to inflation
on the dynamics of Sparse AL is unambiguous. The convergence from any initial
beliefs, including the RPE-consistent ones, to an equilibrium where inflation does not
matter for the agents’ forecasting, is accelerated by the strength of monetary policy:
in this simple model, a more aggressive monetary policy results in the agents’ learning
more quickly that the wrong variable does not belong to their forecasting rules.

Our simple model analysis allows us to show the following findings regarding the
dynamics of model selection. First, we have shown how agents’ forecasting models
converge to the MSV-consistent one even if they start with beliefs far from the MSV,
with initial RPE-consistent PLM being ‘orthogonal’ to the MSV. In other words,
the dynamics confirm global strong E-stability of the MSV REE in the model. The
existence of the RPE is thus an artifact that is caused by artificially restricting the
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agents’ information set. For very large attention costs, the agents asymptotically
choose to use the anchored rule, which shows that, while the region of attraction of
the MSV is large, it does not contain all possible parameter values.

Second, in line with the literature and our previous work in a static context Audzei
and Slobodyan (2022), a stronger monetary policy reaction to inflation reduces the
feedback of expectations to the realized variables. In the dynamic context, even if we
start in the RPE and then allow the agents to consider including the true state variable
into their forecasting rule, stronger monetary policy results in a faster switch to the
MSV-consistent rule. We further illustrate the role of attention costs. Intuitively, with
larger attention costs, the agents stop paying attention to any variables and start using
the anchored rule. Nevertheless, they stop paying attention to the wrong variable first:
the RPE-consistent rule disappears for x > 0.5 while the MSV one does so for larger
values of k; see Figure 1.

In the next section, we study a more realistic text-book New Keynesian model with
a richer structure, in which both possible variables in the PLM are endogenous. We
show that the basic intuition about the instability of RPE under Sparse AL carries
through even in this larger model. In addition, we investigate a novel phenomenon of
sliding dynamics taking place between regions in which two different forecasting rules

are optimal.

4 Full Model

To account for the role of monetary policy in expectation formation, we chose a stan-
dard New Keynesian (NK) model in which consumer utility possesses external habit
persistence” and a central bank reacts to the deviation of expected inflation from the
zero inflation target. The model has been studied extensively, including for monetary
policy analysis; therefore we present below the key equations and leave the detailed
derivations to the Appendix B. The model is a three equations NK model, with

the investment - savings curve, new Keynesian Phillips curve and monetary policy

"We want to study a framework where the RPE includes a lag of output gap. That is why we
have chosen to consider a model with habit persistence.
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Taylor-like rule:

1—h h
Y = _m(zt — Eymer) + T hEtyt+1 + H_—hytfl + Gt (23)
e = BEm1 + wyp + Uy, (24)
it = OrEyTigr. (25)

Here 7 is inflation and y the output gap, while the shocks u and g are both i.i.d. zero
mean random variables with finite variances.

We plug the central bank’s policy rule (25) into (23)-(24) and rearrange to express
the dynamics of inflation and output as a function of their lagged and expected values

and shock realizations:

1—h 1 h 1—h

= (¢, — 1)E —F — Y — 0, 2
Yt (1+h)a(¢ VEimi + ) tYt+1 + 1+hyt 1+ (1+h)0_gt (26)
w(l—=h)(¢z — 1)
= — E
4 <5 1+ h)o tTe+11
w wh w(l—h)
E — Y — 7 ) 2
13 tyt+1+1+hyt1+(1+h>agt+ut (27)

Next, we describe how agents formulate their inflation and output expectations.

4.1 Expert Forecasts of Output Gap

Following Molnar (2007), we assume that the agents have access to the expert advice
on output gap forecasts. These experts are fully aware of the structure of the model in
(26)-(27) and underlying parameters, and make forecasts given agents’ inflation beliefs.
We introduce the experts in order to reduce the dimensionality of the space of agents’
beliefs, which allows us to generate some analytical results in the two-dimensional
model in Section 5. Without experts, our model becomes four-dimensional and unable
to produce intuitive results.

In Appendix C we characterize the dynamics of output and inflation as a function of

expectations of the output gap, given the agents’ beliefs about inflation. As experts are
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fully rational, we solve for their output gap forecasts using the method of undetermined

coefficients. As a result, the forecast of the output gap can be written as

Eyyir1 = YY1 + Va1 + Yl + Y991 (28)

where the coefficients are functions of the agents’ inflation beliefs defined in (C82)-
(C85) and (C86)-(C89).

With these output gap expectations, we can re-write the model in (26)-(27) as a
function of inflation expectations and lags of inflation and output gap:

1—-h o
=——— (0 — 1E — Ty
Yt (1—i—h)a(¢ VBT + T+ 1+
h+ 7, L —h+o7, Vu
1—|—hyt_1+ 1+ 7)o gt + T+t
w(l—="h)(p, —1

T = (ﬁ— ( 1 —:(f(f)a )) Eyma+ (30)

A w(h +9y) w((1—h)+0o7,) W
_ —_— 1 .
R P T L)

+

4.2 The Equilibria
4.2.1 Minimal State Variable Solution

Having defined the forecast of the output gap we begin our analysis by defining and
studying the properties of MSV REE solution for inflation. At MSV, the agents’ beliefs
about the inflation - PLM, contain only the state variables: output gap and observed

shocks. Such beliefs are given by:

T = Ay + Y2+ wy, (31)
Y = Cyyi-1+ 9 (32)

with the coefficients derived in Appendix D.
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4.2.2 Restricted Perceptions Equilibrium

Next we derive the Restricted Perceptions Equilibrium, where the ‘correct’ variable
from the MSV is not present at all while the agents forecast using the variable that is
irrelevant in the MSV, and then initialize the agents’ beliefs in a small neighborhood
of the RPE-consistent values.

We restrict the agents to use only one endogenous variable in their forecasting
models - either a lag of inflation or a lag of output gap. Under the assumption of
i.1.d. shocks the agents then choose between two models, based on their forecasting

performance:

Ty = O‘g + 5;r7rt—17 (33)
= o+ By, (34)

with the coefficients determined by the respective regressions. We call the mis-specified
rule in (33) M., and the MSV-consistent one in (34) is denoted M,.® The equilibria
induced by these forecasting rules are also called M, and M,,.

The ALM when the agents are using the M, forecasting rule is given by the follow-
ing equations, with the coefficients defined in Appendix E in equations (E118)-(E125):

Tt = Gy + b1 + Caly1 + N2gs + My, (35)
Yo = ay+ Byﬂ'tq + CyYi—1 + N5 ge + Ty Ur. (36)

We measure the forecasting performance of rules M, and M, by the mean squared
forecast errors (MSFE). We define the error term for MSFE criterion as F(m; — 7)?,
where 7; is given by the above ALM under the condition that all agents were using
(33) to form the expectations.

Proposition 5 summarizes the conditions for M, - a mis-specified rule, to be Re-

stricted Perceptions Equilibrium.

8We call M, an MSV-consistent rule because it uses the same lagged endogenous variable - out-
put gap -as the MSV REE. Therefore, in what follows we use 'MSV-consistent’ and "MSV REE’
interchangeably.
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Proposition 5. For the model described in (26-27), M, equilibrium in (33) 1) exists;
2) is weakly E-stable under condition (E145); 3) M, produces MSFE that is smaller
than M, MSFE when condition (E150) holds.

Proof. Appendix E. [

5 Dynamics of Sparse AL

In this section we study the convergence of agents beliefs to the MSV consistent rule.
In particular, we are interested in the question: will the agents using penalized RLS
in (8) eventually learn that the coefficient on 7 is zero, and converge to the MSV-
consistent equilibrium? If they do, then global strong E-stability of MSV REE is
supported.

The derivation of attention weights resembles that for learning about the Fisher
equation, that is why we leave the weights derivation to the Appendix F.

As shown in the in Appendix D when the agents do not face attention costs the
asymptotic strong E-stability for the MSV REE is obtained when the condition (D105)
is satisfied. The numerical analysis in the next section supports the likely global
convergence for zero attention costs.” We further study the global strong E-stability

with positive attention costs.

5.1 Convergence to the MSV REE

Figure 2 presents the start and end points of the Sparse AL learning dynamics, equa-
tions (8), for different values of the attention cost x and the policy rule’s aggressiveness
¢r. The left panel presents initial weights, obtained by a single application of the pe-
nalized regression (3) in the RPE M,. When the derived attention costs are zero,
or close to zero, the agents initially choose (m,,m,) = (1,1) to pay full attention to
both variables - black squares in the figures. There is a wide region of the parameter

space at the lower values of ¢, where the initial weights are consistent with the RPE,

90utside of the MSV REE, the approximating Strong E-Stability ODE is nonlinear; therefore we
cannot prove analytically that the convergence is global.
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Figure 2: Attention Weights
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(mx,my) = (1,0), pink asterisks. Here, the restricted choice of the variables in the
forecasting rule - only 7 - is reconfirmed by sparse rationality. This region is located
at intermediate values of the attention costs and low to medium monetary policy ag-
gressiveness. For low values of attention cost as well as for intermediate x combined
with higher ¢,, both the inflation and output gap tend to have non-zero (yellow area)
weights. Also, for even higher attention costs, especially when the Taylor rule is very
aggressive, the agents tend to disregard both 7 and y and forecast inflation using
an anchored rule, red area. Finally, the highest values of the aggressiveness by the
central bank lead to the RPE M, forecasting rule producing worse forecasts than the
alternative M, one; thus RPE does not exist in the area of green squares. Notably,
the MSV-consistent equilibrium is never an optimal solution. At best, the agents give
some weight to the ‘correct’ variable (output gap), but they never replace the ‘wrong’
(inflation) with the ‘correct’ variable. However, this is only a static outcome.

In this paper we initialize the Sparse AL learning algorithm in two ways. In both
ways for every point on the (k, ¢, ) grid, the agents start with the attention weights m

obtained from the single run of optimization problem in (3) when the data is generated
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by the RPE ALM (35)-(36).!° The vector of belief coefficients 3 is either taken from
the same regression, and thus is consistent with the RPE ALM, or it is equal to
that at the RPE PLM. This procedure results in two sets of combined initial beliefs
(B, By, mx, my) which are very far away from those one would observe at the MSV
REE for these values of (k, ¢,). Importantly, given our initialization procedure, the
agents’ initial PLM would always include lagged 7, the variable that is not present in
the MSV REE.

We then trace the approximating ODE for a sufficiently long time'! and observe
the final beliefs and weights. The final weights are significantly more uniform than
the initial ones. The weights converge to the MSV REE (blue area) for a wide range
of parameters, to the anchored forecasting rule (red area), or are on the way towards
theanchored rule (yellow area) with both variables having non-zero weights. The
RPE M, does not survive for any combination of the parameters (¢, ). Naturally,
convergence to the anchored rule is observed for high values of x, while the MSV REE
is the limit point for lower values of the attention costs. Convergence to the MSV is
observed even for many initial points with zero output gap weight. Thus, the agents
who are allowed to continue learning, while taking into account the attention penalty,
are still able to learn the true equilibrium, unless the attention cost is too high.

Our results do not depend on whether the initial beliefs are consistent with the
RPE ALM or RPE PLM: the eventual outcome of learning is the same for both ways
of initialization. This result suggests that not only the MSV REE could be strongly
E-stable under the attention cost constraint, as we start from over-parametrized PLM
that always includes positive coefficient on a variable that is not present at the MSV,
but also that it could be globally strongly E-stable in a large region of the parameter
space, with the initial beliefs very far from the MSV ones. In particular, with the
second initialization method the agents start by having almost zero beliefs in the

correct MSV variable y and positive beliefs in the incorrect variable 7w that is absent

10Tf one or both weights are equal to zero, for technical reasons we initiate them with a small
positive number ¢, as otherwise computation of the matrix ¥ in (E139) becomes impossible.

1'We typically use T=30, which in the case of a small constant gain g = 0.01 is equivalent to 3,000
periods. In the case of RLS with gains g, = 1/n, continuous time of 30 is equivalent to 1le+13
periods.
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in the MSV solution, and still converge to it. However, as mentioned previously, we
cannot prove the global stability analytically or numerically due to nonlinearity and
high dimensionality of the problem.

Finally, we note that the conduct of monetary policy affects the asymptotic equilib-
rium to which our learning algorithm converges. With stricter monetary policy, agents
switch to the anchored only rule (yellow and red area in the Figure 2) for smaller x.
The reason for this is that more aggressive reaction of the central bank to inflation
lowers volatility and hampers predictability of both the inflation and the output gap,
which reduces the benefits of paying attention to these variables while the attention
costs are the same. Therefore, using the correct variable (output gap) for predicting
inflation is justified only for lower values of the cost.

The exact evolution of the PLM beliefs and the attention weights leading to the
switch from the RPE, (m,, m,) = (1,0), to the MSV REE, (m,,m,) = (0, 1), is also
of interest. Figure 3 presents the evolution of the PLM beliefs, optimal and actual
attention weights, as well as the product of the PLM coefficient and the attention
which determines the impact of a specific variable on the agents’ inflation forecast.
The agents start from the RPE PLM, so that their attention weights are equal to
(1,0), see the starting point in the upper right panel. The RPE is a corner solution.
When we allow both beliefs to be adjusted, [, starts to decline while 3, increases,
see the top panels. However, as (1,0) remains the optimal solution to (3) - see the
lower left panel, - the agents continue to predict inflation using only the inflation lag.
Around ¢t = 2.5 the output gap belief becomes so large that it now is optimal to
start paying some attention to the output gap variable. The lower right panel shows
the optimal selected model - V(m,, m,): a combination of weights that minimize the
objective function in (3). The optimal solution switches from (1,0) (yellow asterisks)
to (0,1) (purple asterisks) after a short transition interval where having both attention
weights positive is optimal (blue, red, and green asterisks).

This evolution of the agents” PLM allows us to comment on the relationship be-
tween E-stability of the RPE, established by Audzei and Slobodyan (2022), and the
strong E-stability of the MSV described above. In the RPE, the agents include only the

inflation variable into their forecasting rule. The approximating ODE that allowed us
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to establish E-stability of the RPE is thus 1-dimensional in the beliefs (3) space. The
implicit attention weights were fixed at (1,0). In contrast, once the agents start learn-
ing subject to attention costs, they explicitly take into account that there could be two
variables in their PLM, and thus the approximating ODE becomes 2-dimensional in 3
space. In addition, there are dynamics in the m space which were not present in the
analysis of RPE E-stability. In other words, the nature of the dynamic adjustment of
beliefs (and of attention weights) changes dramatically, in particular through expan-
sion of dimensionality. In the Figure 3 the agents first utilized the second dimension
of the PLM beliefs, by decreasing /3, and increasing 3,, and then moved away from
(1,0) and towards (0,1) in the attention weights space. Thus, even if the initial belief
on output gap in the agents’ PLM is zero, they still could move along that dimension,
while during convergence to the RPE implicit in the RPE E-stability derivation, the
B, dimension didn’t exist. An even simpler process of adjustment towards the MSV
REE is presented in the Figure 4. Along this trajectory the optimal attention weights
remain equal to (0,1) from the very beginning, and the actual attention weights are
adjusted monotonically to their limit values. The weight on inflation m, declines while
the weight on output gap m, is monotonically increasing. Asymptotically the total
impact of the output gap on the agents’ inflation forecast, m,, - 3,, upper left panel,
is the same as the corresponding value at the MSV REE despite the attention costs.
The agents pay the costs but still prefer to use the correct forecasting rule and the
correct coefficient in it. The lower right panel shows that the corner solution (0, 1)
remains optimal (violet asterisks) throughout the whole trajectory.

We now turn to discussion of the thin yellow wedge on the final weights panel of
Figure 2, which exhibits rather non-trivial dynamics with switching of the forecasting

rule’s functional form.

5.2 Sliding Dynamics

For most trajectories that converge to the (0,0) limit weights we observe monotonic
convergence similar to that in (4): the corner solution (0,0) remains optimal for the

whole duration of the simulation. However, there are other types of trajectories that
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Figure 3: Convergence of Weights and Beliefs
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Note: The figure illustrates the convergence of weights to MSV REE consistent values for attention

costs k = 0.065 and monetary policy reaction to inflation ¢, = 1.05. Continuous time units of the

approximating ODE are on the horizontal axis. Asymptotic convergence to MSV REE is observed,
with the MSV becoming the optimal solution after ¢t = 2.5.

exhibit a switching behavior of the optimal solution in the attention weights space, and
we now turn to the detailed discussion of these solutions. These are the trajectories
converging to the yellow marks, see Figure 5 for an example. At some point along the
trajectory around t=2.5, the value of the objective function in (3) obtained for the
MSV-consistent weights, V(0,1), becomes equal to the value generated by anchored
rule weights, V(0,0). After this point, the monotonic convergence to the MSV weights
is replaced with a convergence to the anchored rule (0,0). The switch is best seen
in the lower right panel of the Figure 5: Before ¢ ~ 2.5 it is the (0,1) solution that
produces the minimal value (violet asterisks), but after this time it’s the (0,0) solution
which becomes the best (orange asterisks).

The points where such a situation happens form a surface in the (3, R, m) space.
At one side of the surface, we have V(0,0)>V(0,1), while at the other side the opposite
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Figure 4: Convergence of Weights and Beliefs
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Note: The figure illustrates the convergence of weights to MSV REE consistent values for attention
costs Kk = 0.06 and monetary policy reaction to inflation ¢, = 1.29. Continuous time units of the
approximating ODE are on the horizontal axis. Monotonic convergence to MSV REE is observed.

The bottom right graph shows the value of value functions (which exist) with the asterisks denoting

the optimal (minimal) value function.

situation takes place. The optimal weights, respectively, are (0,1) and (0,0). From the
ODE for attention weights (8) we then see that the right-hand side in the equation
for m, is discontinuous at this boundary. Importantly, it could happen that due to
this discontinuity the flow described by (8) points back to the boundary on both sides
of it, making it intuitively clear that locally the ODE trajectories will be attracted to
the boundary.

In order to study the dynamics in this case, we need to turn to the theory of non-
smooth differential equations described in Appendix G. As is described there, sliding
dynamics could occur along the boundary on which the two solutions to the problem

(3) give exactly the same value. This happens when the flow described by (8) points in
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Figure 5: Convergence of Weights and Beliefs
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Note: The figure illustrates the convergence of weights to (m.,my) = (0,0) for selected values of
attention costs k£ = 0.13 and monetary policy reaction to inflation ¢, = 1.29. Continuous time units
of the approximating ODE are on the horizontal axis. Convergence to the anchored forecasting rule.
The bottom right graph shows the value of value functions (which exist) with the asterisks denoting

the optimal (minimal) value function.

the direction of the boundary on both sides of it, making possible a stable trajectory
that lies entirely within the boundary for some time interval.

In our case, we observed several types of the trajectories encountering the boundary
between the solutions (m,.,m,) = (0,0) and (0,1). Two were the most common.
The first type encounters the boundary, punches through it (the scalar product of
projections of the flow on the normal to the boundary from two sides is positive), and
continues evolving according to the ODE (8) towards the anchored forecasting rule.
These are the yellow diamonds in Figure 2. Another type encounters the boundary and
settles into the sliding dynamics as the scalar product of projections on the normal is

negative, eventually converging to the anchored forecasting rule. All points represented
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by the yellow circles in Figure 2 denote such dynamics. Occasionally, a trajectory that
first punched through the boundary, then encountered it for a second time and settled
for the sliding dynamics, was observed. We also encountered a few trajectories whereby
the sliding dynamics ended before time 7" = 30 and the trajectory then continued
along the non-boundary ODE (8). Up to three episodes of sliding could occur along
the convergence trajectory for some parameter values.

Importantly, no trajectories that encountered the boundary were observed to con-
verge to the MSV REE attention weights, whether or not the trajectory was converging
to the MSV before the encounter.

5.3 The Slow Weights Learning Case and Non-Smooth Dy-

namics

The case n = 1 assumes that the agents update attention weights with the same speed
as their OLS beliefs. One, however, could entertain different hypotheses. Generally
speaking, reconsideration of the set of variables to be included into the forecasting rule
and of the attention weights for different variables is a significantly more complex task
than updating R, computing its inverse and multiplying it by the forecast error to get
the iteration of 3. Determining optimal weights is a constrained optimization problem
that in a multi-dimensional case requires comparison of multiple corner solutions.
Therefore, it is reasonable for the agents to reconsider their weights less frequently
than their OLS beliefs. This would then amount to n < 1 in the updating equations
(7-8).

We present the results of the relatively slow learning of attention weights (n = 0.01)
in Figure 6. The left panel shows the final weights, while on the right we show the
difference with the results for n = 1. Blue points are the parameter values for which in
the case n = 1 we had convergence to the MSV REE, but with n = 0.01 the anchored
forecasting rule is the final outcome. All of these trajectories that have switched the
final attention weights are those that encounter the boundary between (0,1) and (0,0)
solutions along the way. In order to understand this behavior we look carefully into a

simplified version of the model dynamics.
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Figure 6: Attention Weights
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In order to generate the intuition for the results on the slow sliding dynamics we
inspect the equations (8) and see that what matters for the dynamics of both beliefs
and attention weights are the element-wise products of attention weight and belief
vectors m ® 3, which are the total effects of the two variables (m, - 8,) on the overall
inflation forecast. For the trajectories where the optimal attention weight on inflation,
M, remains equal to 0, only the impact ¥, = m,, - 3, matters. Therefore, in order to
simplify the exposition we switch our attention to the dynamics in a two-dimensional

space z = (my, 8,)."* The ODE (8) in this space is given by the following equations:

b, = Cn — My - )
/?y *y /By (37)
my =n- (m) —my).
In this space, the boundary between the two corner solutions (0,0) and (0,1) is
given as the solution to the equation V(0,0) = V(0,1) which is ¥, = m, - 8, = ¥,,,

a hyperbola in the two-dimensional space (m,, ,). Using notation from Appendix G,

12\We further assume that the second moments R have converged to their equilibrium values ¥ in
order to simplify the exposition.
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the equation for the boundary is
a(my, B,) = my - B, — ¥, =0.

The discontinuity above and below the boundary comes from the fact that the
optimal solution for m,, is either 0 or 1 at different sides of it. For o(m,, 8,) below the
boundary, my = 1 while above the boundary m; = 0.1 We write the time derivative

of o as

o = (my - By) =my - By +my - By
= (E,r—\i/y) “My +n - (m;—my).
The first term in the last line is always positive, while the second is negative above the
» = 0, and positive below it, because my = 1. When the second
term is larger in absolute value than the first, the boundary is stable, as ¢ is negative

boundary, where m

for o > 0 and positive for o < 0. Sliding dynamics ensue. However, when we decrease
n, the second term becomes smaller in the absolute value. It is now possible to have
o > 0 also for ¢ > 0, and there is no sliding as the boundary is simply punched
through.

With sliding, the system evolves along the boundary o(z) = 0. Given that the time
derivative of 3, is a positive constant at the boundary, the value of 3, grows without
bounds during sliding. However, as the product of 8, and m, at the boundary is con-
stant, m, must converge to zero. Therefore, the limit point of the sliding dynamics in
this simple case could only be (m,, m,) = (0,0). This behavior is probably responsible
for the fact that once the sliding dynamics commences in our simulations that take
place in 7D space, the anchored solution (0,0) is the ultimate outcome, even when the
sliding is consequently discontinued: sliding brings the trajectory ever closer to (0,0)
rather than back to the (0,1) solution, the MSV REE.

Another consequence of the slow updating of attention weights consists of affect-

13This is because the value of the penalty term is increasing in m,, and so the forecasting rule with
fewer variables is preferred when we increase m, marginally from the boundary.
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ing whether the trajectory even reaches the (0,0)-(0,1) boundary. Outside of the
simplified 2D case we just considered, the boundary is a complicated object in the
seven-dimensional space rather than a simple hyperbola ¥, = m, - 8, = ¥,. It is
possible that when the trajectory is moving towards m, = 1 very fast (n = 1) hitting
the boundary becomes impossible, thus expanding the region in the parameter space

where convergence to the MSV REE is observed.

6 Conclusions

In this paper, we extend the standard Recursive Least Square learning algorithm to
the case of penalized regression as in Gabaix (2014). We investigate the convergence
properties of the continuous time approximating ODE for this combined algorithm,
called Sparse Adaptive Learning, and establish that allowing for dynamic choices of
attention to be paid to different model variables rules out convergence to the RPE.
The attention weights corresponding to the RPE are never the ultimate outcome, even
though initially the beliefs are consistent with the RPE. This result is in stark contrast
with a single application of the sparsity penalized regression, which never delivered
the MSV REE as an outcome in Audzei and Slobodyan (2022). The global E-Stability
of MSV REE we demonstrate in the paper implies that even when the agents, who are
allowed to reconsider their forecasting rule choices in a self-referential system subject to
attention costs, initiate learning from the ‘wrong’ equilibrium, they still typically learn
the MSV REE. Alternatively, in a system with little volatility or autocorrelation of
the endogenous variables, they will switch to using the anchored rule. This result also
raises doubts regarding the RPE as the outcome of some learning process, because
its existence relies on the agents using only the variables present in the restricted
information set and ignoring others along the transition trajectory. Whether this
fragility of the RPE is a general result in a wider set of self-referential models remains
an interesting topic for future research.

The learning algorithm considered in this paper could lead to non-smooth dynamics
due to the agents discontinuously selecting the set of variables to be included into

their forecasting rule. During such discontinuous steps, the number of variables in the
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agents’ information set changes. The presence of these non-smooth dynamics forces us
to rely on the theory of non-smooth differential equations to study the approximating
ODE. We demonstrate that the presence of discontinuous jumps in the number of
variables present in the forecasting rule could result in sliding dynamics, which has
not been observed previously in the adaptive learning literature.

We also establish that the relative speed at which belief coefficients and attention
weights are adjusted has important implications for the trajectories that could en-
counter the boundary between the two corner solutions, and develop analytical results
in a specific restricted case. Less frequent updating of the attention weights relative
to the beliefs results in marginal expansion of the region in the parameter space where
the anchored forecasting rule is the asymptotic outcome of the learning.

The strictness of the monetary policy affects the evolution of the learning algo-
rithm. When the Taylor rule is more aggressive, the convergence from the mis-specified
rule to either the MSV or the anchored rule is faster. With the stricter monetary pol-
icy, the model variables become less volatile and less correlated across time, making
lags of endogenous variables less useful for forecasting. In the presence of attention
costs, this could lead to the agents selecting an anchored forecasting rule — anchored
to the long-term inflation or inflation target — rather than the rule that is consistent
with the MSV REE.
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A Simple model
A.1 Rational Expectations MSV
The REE MSV - consistent forecasting rule for the system (12) takes the form:
T =91 = Eym =y, (A38)

where v denotes agents’ beliefs. This results in the ALM:

1
ﬂ't —= + p/y Tt_ (A39>
¢
In the MSV REE, the PLM and ALM coincide:
14 py* * * 1
5 (") o (A40)

Note that for ¢ —p < 1, v* > 1.
E-Stability For the simple model, the conditions could be derived as follows.
The MSV solution is weakly E-Stable when ag_gy) = g < 1. This condition is
satisfied for any 0 < p < 1 and ¢ > 1.
To derive the condition for strong E-stability, we assume that the over-parametrized
rule takes the form:
Ty = YTy + W1, (A41)

With the resulting ALM being

1+ (p+w)y w?

T = p Ty + 5 (A42)
and the equilibrium conditions given by
. 1
e
PRt

There are two solutions for w*: 0 (corresponding to the MSV REE) and ¢. The
Jacobian takes the following form:
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with the eigenvalues (% -1, 2“’7; —1). For w* = ¢ both eigenvalues are positive and
thus this solution is always E-unstable. For w* = 0 one eigenvalue equals -1 <0, while
the other produces the following strong E-stability condition

P, (A43)

¢

which coincides with the weak E-stability condition.

A.2 Proof of Proposition 1
A.2.1 Existence of stable
The agents’ perceived PLM coefficient 5 at the RPE must be equal to the OLS coef-

ficient. Using that cov(m, m_1) = % and var(m) = #@E_Bz)ézaf, $ must be
the solution to the following equation:
(p+b)E2o? —
B _ CO,U(W???Wt—l) _ (1—pb)(1-b2) _ 10+ b o 62 + p¢ o F(/B) (A44>
 war(m) b @00 14pb pf2Ad '
b1 C Or po- P

In Figure 7 for a wide parameter region, we show the area where S is unique and
where the E-Stability and MSFE conditions are satisfied in green. In the black area,
the solution is unique and E-Stable, but the MSFE criterion is not satisfied. In the
blue area, there are multiple real solutions and neither is E-Stable. Below we formally

present the conditions. From Eq. (A44) one can immediately observe that as long as
¢o>1

o) = p,
_ 14pp . (0=D(A—-p)
p<ID(1) = P =1 o+ s <1,
2 2
gy~ 2000 208087

(03> +0)2  o(1—p?)
Thus, there must exist at least one intersection of the functions § and I'(3) in the
[0; 1] interval. To check for more than one intersection, we re-write (A44) further as

pB — B+ B —op = f(B) =0, (A45)
where we observe that
f(0) <0,
f) = (=11 —-p)>0,

flp) = p*(p* =1) <0,
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Figure 7: Uniqueness of RPE
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Note: In the green area E-stability and MSFE criteria are satisfied and the solution is unique. In
the black area the solution is unique, but MSFE criterion is not satisfied. In the blue area there are
multiple solutions and at least one of the criteria is not satisfied.

As long as the Taylor principle ¢ > 1 is satisfied, there exists at least one root of
the cubic equation (A45) in the [p; 1] interval. Using Descartes’ rule of signs one can
easily establish that there could be either 1 or 3 positive real roots, as there are 3 sign
changes in the coefficients of the f(/3) polynomial, and 0 negative real roots, as there
are no sign changes of the f(—/3) polynomial. We could further compute the turning
points of f as points where f'(3) = 0:

1+ I =3pd
ﬁl,Z = T

If we have 3p¢ > 1, there are no turning points of f and thus no other real roots.'*

A.2.2 RPE E-stability

In order to prove weak E-stability of the RPE, we need to show that for 5* satisfying
2
Eq. (A45) the value of %—:zf) is less than unity, which cannot be done analytically.

Numerically, for all points in the open set {(p,¢) : 1> p >0, 5 > ¢ > 1} this

condition is satisfied as shown as the black and green area in Figure 7.
Thus, for ¢ > 1 the RPE is weakly E-Stable.

MFurther, one can use the Sturm’s theorem to show that for all ¢ such that 3pp < 1 and 1 < ¢ < 2
there is only one root in the [p; 1] interval; however, the derivations become cumbersome.
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A.2.3 MSFE criterion

To establish the region in the (p, ¢) space where the M, forecasting rule predicts better
than the M, rule while the M, ALM is operative, we first derive the condition (18).
Denote € = 7! — m; an error of inflation forecast under a model i provided that the
ALM is generated under model M.

— b)ﬂ't,1 — éTt,

6? = (6 — l_))ﬂ't,1 —Cry = (Z_) +cC

g
Ei(ef)? = &o? <1— ““’”), (A46)

6; = —B’]Tt_l + (’/j/ — E)Tt — _Bﬂ-t_l + (E + Z)— - E)rt7

T

Ome_1,re
2

\2 72 2 0-72&—1,7%
Ei(e)” = boo; (1 — —) . (A47)

Model M, produces smaller MSFE if:

Ei(ef)? < Ey(e))? = %02 < b%02, (A48)
which is the condtion (18) in the text. The condition (18) reduces to:
b2(1 + pb) > — 2534
— — > 1l=p>—. A49
T-m-m = "= e (A49)

As B = B(p, ¢) the condition (A49) is a complicated object in (p, ¢) space. We consider
a solution for the root of # at the E-Stability boundary where ¢ = 1. The (A45) can
then be factored as (8 — 1) - (pB? — (1 — p)B + p) = 0. There is always a unit root.
In addition, for p < 1/3, the discriminant of the quadratic term is positive and has
another root in the [p; 1] interval. For p > 1/3, the discriminant of the quadratic term
is negative, and there are only complex roots, so the only RPE solution is f = 1.
Close to the boundary ¢ = 1 the agents continue believing that inflation is a near unit
root process, b = 1 and so the variance of inflation is very large. Lagged inflation thus
explains a significantly larger share of the variance than the real interest rate, and so
the M, forecasting rule has better performance than the M, one.

Consider now what happens to the unique root for the values {(p,¢) : ¢ =
1+¢,p>1/3}. Taking the full differential of (A45) with respect to ¢ and plugging in
the values of ¢ = = 1, we obtain

l—p
ﬁéf) - 1 _ 3p < Oa
by = 2B,—1<0.
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Therefore, as ¢ increases above unity, the value of 5 and b starts to drop.

We now consider the boundary where the forecasting performance of the two single
equation rules is exactly the same. Setting the LHS of Eq. (A49) equal to one and
solving the resulting quadratic equation, we obtain that the value of b on the boundary
is decreasing in p. As l_)¢ < 0, this means that, in order to stay on the boundary as
¢ increases, p must increase as well. Thus, the boundary where the forecasting rules
M, and M, perform exactly the same is upward-sloping in the (p, ¢) space. Below the
boundary M, is better, as discussed above. This is the green area in Figure 7.

For p = 1/3 and ¢ = 1 the equation (A45) has a triple root of unity. As p decreases
below 1/3, one of the roots drops while another becomes larger than unity. Taking the
lower root as the solution, with 3 and b decreasing, the condition (A49) is no longer
satisfied for a value of p ~ 0.328, which defines the intersection of the (A49) boundary
with the horizontal line ¢ = 1 and determines the initial point of the border between
the green and the black area in Figure 7. To derive the value of p, plug ¢ = 1 into
(A44) and (A49) evaluated at equality: B

N
1+ 848

1—2p*
p:T

While (A50) is a non-decreasing function of 5 with p(0) = 0 and p(1) = 1/3, (A51)
describes a decreasing function of 5 with p(0) — +oo and p(1) = —1; therefore, there
is a single intersection in the [0;1] interval of 5. The equation for 8 that we then
obtain by setting expressions (A50) and (A51) equal to each other is a polynomial of
order 6. By plugging its unique real root from [0; 1] interval into (A50), we obtain a
numerical solution for p mentioned above.

p (A50)

(A51)

A.3 Proof of Proposition 2

Suppose the agents use two variables in their PLM: r; and m;_1, such that the PLM is
an RPE-consistent with v = 0. The ‘data’ that the agents see is created by the RPE
ALM, and we assume that the agents are using the second-moments matrix R that is
consistent with this ALM.

The updating differential equation for beliefs is given by the E-stability ODE where
the functional forms of the PLM and ALM coincide:

R A (a52)
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One can immediately see that b(3) — 8 = éﬂQ —-p =0 <§ — 1) < 0 as typically
¢ > 1 > [ > 0. Similarly, looking at the second line of (A52), it is clear that
cB,y)—v = é — v > 0 as long as the PLM coefficient is not too different from the
RPE value of v = 0. At the RPE, the agents start with v = 0, which means that the
derivative is positive.

In case the agents do not exactly know the matrix of second moments, the RHS of
the E-stability ODE will be given by:

dilT m _Rl.y. L%ﬁ)ﬂ_ _57] . (A53)

As long as R, the agents’ beliefs about the DGP in which they live is not too far from
the true DGP that is summarized in X, we still have a derivative of § negative and of
v positive. [

A.4 Dynamics

Solving (3) results in nine possible cases, with the corresponding value functions de-
noted as V' (my,m,). V reflects the agents’ forecast errors, which the agents minimize
in (3). When a weight takes the value € [0; 1] we mark it as  in the name of the value
function. For example, we denote the inner solution as V(z,x). The inner solution
takes the form:
K b—csR
;= 1- =, Ab4
" GRO- ) b .
K ¢ — bR
L= 1—= 2 , Ab5
" R(1-RY) G (A55)
K2(b2 — 2Reb + (6,)?)
2(b2(c.)* — R2b*(c5)?)

V(z,z) = 2k—

(A56)

Clearly, if the weights from (A55) and (A54) are within the [0; 1] interval, V (z, z) is
the minimum. When one or both of the weights are outside [0; 1], we define the rest

44



of the value functions for corner solutions in (A57)-(A64).

(Rbc, — K)?

1-
[mﬂ— =0,0<m, < ].] V(O,ZL’) = 5(72 +K— W, (A57)
1 Réb — k)?
0<m, <1l,m =0 V(0 = §(CS>2+H—%, (A58)
1 _ _
[my=0,m,=0] V(0,0)= 5((és)2 + b + Rbcy), (A59)
1
[my =1,m, =0  V(1,0) = 5(58)2 + K, (A60)
1-
[mz=0,m, =1 V(0,1) = 562 + K, (A61)
me=1,m,=1] V(1,1) = 2x, (A62)
2
m.=1,0<m, <1 V(l,z)=2k— 2% (A63)
2
0D<m,<lm =1 V(z1) :2/@—%. (A64)

Proof of Proposition 3. Boundaries for small values of x. The boundary
for switching from V'(1,0) to V(1,z) by is defined from the existence of V(1,z) as
V(1,z) < V(1,0) whenever there exists weight on real interest rate 0 < m, <1

<1, (A65)

11— fcon oy AT

Cs Cs (1 - pb)<1 - b2)

where we have used the fact that k > 0 and ¢ > 0. Consider the Eq. (A65) as

equality, and write the solution to it as &q(b). Obviously, A2(0) = 1 and Aq(1) = 0.

Moreover, % < 0 everywhere, as the numerator of the derivative contains 3 terms

that are always negative for 0 < b < 1 and the denominator is positive. Therefore, the

function &o(b) is monotonically decreasing. This means that the function &o(b) has a
unique monotonically declining inverse by(x) such that by(0) = 1 and by(1) = 0.

The threshold b; is defined as m, such that V(0,1) < V(x,1), when adding a

positive weight on lag of inflation is no longer optimal. Again, as V(z,1) < V(0,1)

whenever there exists 0 < m, < 1, the threshold is given by the condition 0 > m, or

m, > 1:
K _
1—5—2§O:>62§/<a:>m7r5§ vV P2k, (A66)
where in the derivations we have used the fact that x > 0 and ¢ > 0. Thus, b; = /¢3k.
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The condition for the boundary b; (A66) is given as a monotonically increasing
function &;(b) = b?, or alternatively its unique inverse b;(x) = /k. This function is
monotonically increasing, starts at the origin and reaches unity at x = 1. Therefore,
there is a single intersection at some 1 > &* > 0. For k < K* we then immediately
have that b; < bs.

Moreover, the condition &o(b) = &1(b) yields the quadratic equation 2b*+pb—1 = 0
that has a unique solution in [0; 1] interval for any p € [0;1]. This solution is related
to the horizontal coordinate of the peak of the green area, where the boundaries of
the (0,1) and (1,0) regions merge.

Boundaries for large values of k. Boundary bs is defined as a threshold between
the areas where the optimal solution is either a constant only (0,0) or MSV-consistent
(0,1):

=0y i), (A67)

| 1(1—
= b, + Rbcs) < =b = K> -
2(05—1— © + Rbc,) SO TRk 20T )

]

B New Keynesian Model Derivations

Households maximize the infinite discounted sum of utility over consumption C; and

labour decisions NV;:
o

ZﬁtU(Cta Hy, Ny), (B68)

t=0
where H; = h(C}_; is external habit and 0 < < 1 is the discount factor. The
optimization results in the familiar conditions:

Unt Wt
_omt 't B69
Uc,t -Pt ’ ( )
Uc t+1 Pt
=F . . B70
Qt ! |: Uc,t -Pt+1:| ( )

The first equation equalizes agent’s utility of consumption and dis-utility of labour.
The second is an Euler equation determining agents’ inter-temporal consumption deci-
sions. We assume utility separable in consumption and labour, with o - relative utility
of risk aversion, ¢ - Frisch elasticity of labour supply, and g¢; a preference shock:

o j— 1+¢
Ut=69t<(0t H:) N ) (B71)

l1—o0o 149
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so that
Uegp = e (Cy — Hy)™°. (B72)
Plugging Y; = C} into the linearized Euler equation, we obtain the investment-savings
curve (23).
For the rest of the model, we utilize a textbook model from Gali (2015). The firms
use labour to produce differentiated final goods and face nominal rigidities & la Calvo
with the probability of optimizing a price 6. The differentiated good is aggregated

e—1 | e—

using a consumption index: C; = [ fo Cy(i) < ] . Firms’ pricing decisions result in

a new Keynesian Phillips curve in (24) with w = (1 —0)(1 — 36)(c + ¢)/6.
It is convenient to rewrite the system of equation (26)-(27) as

rt] = AE, {Wt“} +C { } +B { } (B73)
Yt Yt+1 Yt—1 gt
B — w(1—h)(¢z—1) W 0 1whh 1 w(1—h)
with A = - (1;;’1)11) o=, (+h) | B = . LR |
(1+h)0 ﬂ 1+h (1+h) (1+h)o

C Expert Forecast of the Output Gap

We first derive output gap expectations, given the inflation PLM, which can be poten-
tially inconsistent with REE MSV solution. Suppose inflation PLM has the following
form

Ty = wﬁﬂ-tfl + wyyt*b (C74>
Byt = Yrm + 0y = wim_l + VryYe—1 + Yy (C75)

Plugging this PLM into (26) - (27) and denoting b7 = (5 - %) and bY =
1+h (or — 1), we get:

1

yt:—l—b?frﬁby

h 1 1—h
Y,/2 Y -
(bwwwﬁt—l + (b)), + 1T h)yt 1+ T hEtyt—H + 07 h)o_gt) .
(C76)

Similarly, for inflation:
baibz w+ By
[T (R T (RO M
brxtby h(w +v,8) (1 —n)(w+,B)
i (1 — W, LR - bg’r%)) I T W1 — o)

Ty =

Gt + U, (C77)
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where we have used 07 — wbY = .

We further assume that the agents receive "expert advice” which coincides with
the MSV solution for output given the current ALM.'®. Thus the expert forecasting
model is:

Yt = VyYi—1 + VaTi—1 + Vg9t + Yulls, (C78)
Yer1 = Yyl + VnTe = 'Y;yt—l T Ve VyTe—1 + VT + Yy Vg9t + VyVulle- (C79)

Now, because these experts know the system in (C76)-(C77), they plug the expression
for inflation and rearrange using b7 — wb¥ = f:

Etyt+1<<1 - bgﬂﬁy)(l + h) - %(W + 57%))
= (Vg UrbI (1 + ) 4+ veh(w + by 8) + (h + 1)v2 (1 — b¥y) )y
+ (1 4+ h) (9 (1 = baby) + T2 ) w1+

(ol = ) (L) + 2 4y
+ (14 R)(1 = 40y ) (VY + Vo)t (C80)
Now, we redefine the coefficients such that
Eyir1 = WY1 + Va1 + Fulle + Yot (C81)
with
(e bT (L4 ) + yh(w + 1y B) + (h+ 1)y, (1 — b¥apy))
i = (1= W) (L1 B) — 12w + Bey)) )
= bwy))((%(l ot ﬁwwy)»’ (C83)
L
o R AT .
(yse(1 = 02y) (1 + ) + =02 (B35, + w) (Cs5)

Yo = (1= b2, (1+h) — ym(w + BYy,))

which will be the expert advice.
To calculate the coefficients, we plug the (C82)-(C85) into (C76). The coefficients
of the experts’ rule will be the solution to the following equations and are functions

5That is, taking into account agents’ PLM for inflation.
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of agents’ PLM.

byipz Ve (1 = B4eby) + b797)

T — ) C
T T T (- W) (L4 B) — el T i) (C%6)
_ by (14 h)+h
W)+ h)
. 1 (Y yUabE (1 + h) + Yoh(w + ¥y, B) + (h+ 1)y; (1 — bab,))
(1= btyy)(1+ ) ((1 =079y ) (1 + R) — e (w + Bey)) ’
(C87)
= h-l (C88)
BT (1) (B, — 1) + 9 (B + @) T )]
Vr
= . C89
= 1) (L= W0y) — e (B0 +0) — 7 (59
D Rational Expectations MSV
Under REE MSV, the perceived law of motion for the system in (B73) is:
m —Q+C [7”‘1} +T M , (D90)
Yt Yi—1 gt
E, {”t“} =Q+C [ﬂ =Q+CQ+C? [7&-1} +CT [“t] . (D91)
Y1 Y Yi—1 gt
Plugging the PLM into (B73):
Te| ~ =\ 2 Te—1 = U
[yj = A(T+ )+ [A (C)" + C} {ym} + [ACT + B {gt] : (D92)

Using the method of undetermined coefficients, we can solve for the PLM coefficients
from:

C =AC*+C =0, (D93)
I =B+ ACT, (D94)
Q =AU+ 0. (D95)

Generically, the eigenvalues of A(I 4+ C) are not equal to unity, and therefore the
solution for the constant vector €2 is a zero vector.
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The MSV coefficients are the solution for the following system

y oo wh o (]' — h)(gbﬂ' — 1) Yy L y2
O 1+h + (8 (1+h)o Jency + 1+ B (D96)
h (1—=h)(¢=— 1) I
y o _ Y .y oY
cl T A+ ho chey + T . (D97)

While the first equation is quadratic, the second is cubic, with the determinant chang-
ing signs depending on the central bank’s reaction function. Thus we have 3 possible
solutions. Following McCallum (1983), we choose the solution for ¢/ which goes to
zero when w = 0 and we impose the condition 0 < ¢¥ < 1.

Multiplying the second equation by w and subtracting from the first, we get an

expression for c¥:
wcy

= = Bycy‘ (D98)
Y

For 0 < ¢j < 1 it follows form (D98), that ¢4 > 0.
It is instructive to consider ¢ as a function of ¢ solving the second equation. The
two solutions will be:

— 1+h (1—=h)(¢z—1) A=h)(¢x—1) 4h
G =5 <1+ T (the Cy+\/1+ (1+h)a cr)? = (1+h)2>7

_ 14h (A=h)(¢x—1) (A=h)(¢x—1) 4h
o =5 (1 + e Cr T \/(1 + e cx)? — (1+h)2) '

Clearly, for ¢, > 1, the first solution is larger than unity. The second solution for
¢ > 1 is larger than zero and smaller than Hh

0 < Lzh (1 PGS \/(1 T+ 0RGD gye o ) < Lth

(1+h)o 1+h)o 1+h)2 3
(1=h)(¢x—1) (1=h)(¢=—1) 4h
= (1+h)o ey — \/(1 + WC%) Th)e < 0. (D99)

_ y y
We define the solution as C' = 0 & ,['= L 7 , Q= 0 i
0 cy 0 0

D.1 E-Stability

To study E-Stability for our model, we write T-mapping as a system of equations:

y wh . ( >(¢ﬂ_) Yy W2 D1

& —> —1+h+(5 A+ ho )ccy+1+hcy, (D100)
h (1_h)<¢7r_1> 1 2

v - e D101

c > T 0+ h)o clc? —|—1+hcy, (D101)
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with the Jacobian

(1—h)(¢=—1) w(l=h)(p=—1) 2w
(B - TW)CZ -1 (=g )a + 1+hC‘Z _ (1 JI2 (D102)
AR ey g1 J22|

(+hyo Sy (1+h)o 1+h cy

As long as the Taylor principle ¢, > 1 is satisfied, J11 and J21 are negative. For
reasonable ¢, J12 > 0.16

For J22 < 0, the following conditions must hold: ¢ < (1+ h)/2 and ¢, > 1. As
shown in D99 for ¢, > 1, ¢ < (1+h)/2.

The discriminant (product of eigenvalues) of (D102) is then —J12J21 + J11.J22
and the trace (sum of eigenvalues) is J11 + J22. The discriminant is positive and the
trace is negative.

Thus, the sufficient condition for both eigenvalues to be negative is the Taylor
principle ¢, > 1.

To study strong E-Stability, we allow for arbitrary matrix C' with the following
coefficients:

_ v
C = { c’yr} ) (D103)

w Y

The part of T-mapping responsible for C' is modified:

EHkE 9k 9k -
by ol W CZ w c 0 E

br(v® +wel) + 25 (v + ) b (v+ et 4 125 (wed + (¢4)?) + wh
(

Y
Y 1+h
bﬁ’r(vQ + IUC?F) + 1&(@ + Cg) by (U + Cy)cy + _(wcy + Z)Q) + ?{ ] (D104)

+h 1+h c 1th

where the elements of matrices A and C are given in (B73).
The part of the Jacobian responsible for these coefficients becomes:

by 1ihl Tt o o0 11}7?
J— 2b§,v+1+—hw bgégr—i-l_i_—hv—i-%)—l ) b?,’rw ) T
bycy T Cr bycy by + 21350y —
The condition for strong E-Stability is
FEig(J) < 0. (D105)

16Ty make J12 negative, the reaction of monetary policy to inflation should be stronger than
empirically plausible.
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With v = w = 0, the Jacobian becomes:

-1 e+ 5 0 0
0 0

1 brey+2:%ey | (D106)

v —
_1 zy Y =Y Y =Y 1y
c bYc bhcy + 250 — 1

where the lower 2 x 2 block is the same as (D102) for weak E-stability. In addition to
two eigenvalues identical to those of (D102), this matrix has two more eigenvalues: —1
and bYc¥ + HLhEZ —1. For the second extra eigenvalue to be negative, bYc¥ + 1%}155 —-1=
J22 —1 < J22 must hold.

Thus, the sufficient condition for strong E-stability is satisfied as long as the suf-
ficient condition for weak E-stability is satisfied.

E Restricted Perception Equilibrium

E.1 Definition of RPE and ALM coefficients

We focus on the RPE M, and derive the conditions for its existence below.
The agents’ inflation expectations with the M, forecasting rule (33) are formulated
as follows:

M1 = of+00m =al(1+65)+ (ﬁ;)th_l. (E107)

When we plug the above M, into the model in (27) using an expert forecast for
output (C81), we get the inflation ALM:

) .
r = BraT(1 4+ 67) + (bi(ﬁi)Q T ) B U

1+h 1+n ot
w((1 —h)+ oy WY
(( ) Wg)gw( 7
(1+h)o 1+h
= G + baTyo1 + Colii1 + 200 + Ny, (E108)

+ 1)U/t =

with b, = 5 — %, and Z, being the coefficients in inflation ALM.

Similarly, the ALM for the output gap is:

o h+ % 1—h+o7y
:by (1 T by T\ 2 i - Y 7 g
yr = b (al(1+60)) + ( Y(BI)* + 1—i—h> " 1+—1+hyt 1+—(1+h)0 g+

Yu

1+h

wp = Gy + bymi_y + Cyye1 + 099: + Tyus, (E109)

92



with oY = _ﬁ(% — 1), and z, are output gap ALM coefficients.

When we focus on a converged RPE M, we can plug ¢, = 0 and ¢, = 37 into
expert forecast coefficients. The solution for v and 7 is the solution to the following
equations:

V(v + 07(87)%)

= by T\ 2 Ello
= bR+ B (B
h+7;
_ Ay E111
’Yy ]."“]’L_'YW(")7 ( )
1—h
_ E112
1T U+ h— e — ) 2
Yo
- : E113
(14 h) = vow) — 7y )
and
} Yehw + (1 4+ h)7§
_ E114
’yy 1 + h, _ ’)/ﬂ(JJ I ( )
- _ (L) (yy +05(57)%) (E115)
T 1+h—yw
R (1+h)ve
5 = ’ E116
(L+h) = Yo — ) )
Y= (1—h) Yy & & (E117)

(0 (A +h=ymw—"p))

It is instructive to examine the coefficients. An economically meaningful coefficient
on lagged output is 0 < v, < 1. It follows from (£111) that wy, <14+ h — 2v/h and
Yo < (1 =77)/w;and 0 <74, < 1.

Plugging (E110):(E117) into (E108):(E109), we obtain ALM coeflicients for output
and inflation.

Cr =W Toh =YW (E118)
b = V(B + 2 = o BB, (E119)
Cy = ng’ = Yy (E120)
by = bu(B7)* + 1jy:h = Yr. (E121)



Now, the ALM coefficients for shock processes:

B (1-h)w
9 _ E
Tn (1+h —yew — )0’ (B122)

14 h) -
TP ) R (B123)

(4 h) = =)

1-h
g = E124
K (L+h =y — )0 ( )

» Y
_ . E125
R S — - ( )

E.2 RPE Beliefs

We treat the agents as econometricians, who learn the coefficients from running re-
gressions of the corresponding PLMs. Denoting the covariance between inflation and

output Cov(m,y) = 0y, and the variances of output and inflation as 05 and o2 re-
spectively, we can derive the coefficients for the M, forecasting rule:
3 Cov(my, m—1) _ Cov(brTi—1 + Crli1, Te—1) _
T Var (m-1) Var (m_1)
— _ O’ﬂ_
— b+ cﬂg—g, (E126)
of = (1-p80)7. (E127)

For the M, rule, the regression coefficients are computed with the inflation ALM given
by M, in (E108):

Cov (my,y4—1)  Cov (bammi—1 + Calie1, Yi—1)

[ A— — —
By Var (y;—1) Var (y;-1)
- On _
- b”a_gy + G, (E128)
oy = (1-— ng)fr. (E129)
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E.2.1 Proof of Proposition 5
Existence of RPE.
For the M, to exist, there must exist a 47, which is a solution for (E126). Audzei

and Slobodyan (2022) has shown that there exists a unique solution for (E126), as
long as the following matrix D is stable:

7 = 7\ 2
D = |:ZZ7T ?W} — {w%r + ﬁ(ﬁw) Wy . (E130)
by ¢ T Ty
Determinant and trace are given by the following expressions:
det(D) = —yawyy + (wyn + BBT)*)y = (B7)% 5 (E131)
tr(D) = wyx + B(57) + - (E132)

For the matrix to be stable, we use the following conditions (see Audzei and Slo-
bodyan 2022, Appendix B, for details):

det(D) < 1, (E133)
det(D) > tr(D) — 1, (E134)
det(D) > —tr(D) — 1. (E135)

The condition in (E133) is satisfied as (87)%*y,8 < 1.

To prove that the (E134) is satisfied, we combine (E131) and (E132) and rewrite
them as:

wye + B(BT)" + 7 < (B7)*wB + 1. (E136)

For v, < 0, given that 87 < 1, 8 < 1, and v, < 1, it is straightforward to show
that B(B7)* + 7, < 1+ B(BF)* .

Values of v, > 0 are not economically meaningful: further, during our simulations
there was no stable solution with 7, > 0 for our parametrization. In Figure 8, we plot
the solutions for 7, as a function of monetary policy response to inflation and relative
volatility of mark-up shocks to show that the solution for 7, is always below zero.

The condition (E135) is satisfied as long as (57)%*v,8 > 0 and 7, < 0.

Thus, the matrix D is stable and the unique RPE solution exists.

Mapping and Variance-Covariance Matrix.

To calculate observed average inflation, rewrite M, ALM as

G DB e
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Figure 8: ~, for different values of r — relative variance of inflationary shocks
for r in the range [0.1:0.1:0.5] left axis and [0.6:0.1:1] right axis.

. The figure is drawn

- Gy Cn+ar (1—Cy)
1—(br+c brCy—byCr
= |:g:| = [ (aj qiz)yZT(fkaibyy )] : (E138)
1- (bﬂ+cy)+( ch_bycﬂ)
To calculate the variances-covariance matrix of the ALM, re-write:
5o | Tl = be Cr o o ?’r @, +
Oy o, by Cyl| |Ory o, | |Cx Cy
& 3 i 3-
My Tyl L0 ogl
L _(l_)Tr)2(772T +_2_7r71r0-7ry + (CW>20'§ beb,o? + (b, + b Ey)aw + Eﬂéycrz n
 |babyoi + (Exby + bxCy)0ry + Crlyo, (¢ )2 24 (b,)%02 + 2b,Cy0n,
N {(m)%2 + (m)2 23 Tl + iz yo 3] .
mangog + Moy (75)%0g + (0y)%0%
(E139)
The elements of the variance-covariance matrix are the solution for the following equa-
tions:
072r ( 7r) + 20 7CrnOry + (Cr )2 2+ (ﬁ;:) ‘7 + (m) g (E140)
Oy brbyo> + (Crby + bxCy)omy + CxCyo + NS0, + 777%77;‘ o2, (E141)
o, = (&), + (by) o7 + 2b,Cyony + (7)) 05 + (7)) 0. (E142)

56



-0.2

0.4 -

08 F —_—

1.01 1.1 1.21 1.31 1.41 1.51 1.61

[

Figure 9: E-Stability. Note: The figure is drawn for r in the range [0.1 : 0.1 : 1]. The darker colours
correspond to smaller r - lower relative standard deviations of inflationary shocks.

E-Stability From (E126) and (E127), the T-map for the RPE M, is:

BI = br+ 2R, (E143)
af = (1— 877 (BE144)

For M, to be E-stable, eigenvalues of the following matrix should be negative:

(1 _ 5:)3(7? -1 8((1(;6%775)%)
Eig 8{,—%%”%} =
0 ——m 1
O |brter Y
o O(F T 2 < 0. E145
(1_B7r)8(T,¢)_1 {T;}_ll ( )

In the text we have assumed that 7 = 0; in this case the first eigenvalue is negative.
We plot the second eigenvalue for the parameter range r = o,,/0, € (0 : 1] for ¢, > 1.
As both eigenvalues are negative for the considered parameter range, we conclude that
M, is E-Stable.

Better forecasting performance.
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For better forecasting performance of M, relative to M, we consider the mean
squared forecast errors criterion, given that agents have previously selected M, and
test alternative models given M, ALM in (E108). It is convenient to denote the
composite of shocks as p; = 199, + ntuy. We start with the mean forecast error of M;..
The forecast error of M, is the difference between the forecast and actual inflation:

ef = (B7 = ba) M1 — o + e

_ Or _
= (bx + Cwa—Qy —bp) i1 — CrlYe1 — H

COmy
= G g M1 Crlli + s (E146)

™

Or _
MSFE,; = Et(ef)2 = Et[@rg_éy(ﬁt—l) — Cr(Y—1) + Mt]2

™

Or o _
= Et[éi(—af)z(mflf — 2¢, Rep(mi1) (Ye—1) + Ci(@/tq)Q + MQ]
2
— 2021 = ) 4 g2 (E147)
= Cr0y o202 O
Ty

Similarly, the forecast error of M, is:

ety == (CZ - ETK’) Yt—1 — l_)ﬂﬂ-tfl + Mt =

= l;fro_wyyt—l - Bﬂ'ﬂ-t—l + =

- On
MSFE, = E[bﬂ[a—;’(yt_l) — (m—1)]? + 1°] (E148)
12 2 0-721’21 y 2
=R~ ]+ (E149)

We are looking for the conditions under which MSFE, < MSFE,. Then, the crite-
rion is simply: B
croy < bio. (E150)

F Attention Weights Derivation for a New Keyne-
sian Model

The selection of attention weights mimics the selection from the Fisher equation,
except for the set of variables. Thus, the minimization problem is modified:
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Vo =B [(estr + b — ymygir — Bmemir)?] 4 (my| + mal) (F151)

where the optimal attention vector m,, m, results in nine possible models with a func-
tional form identical to the Fisher equation model. However, because both variables 7
and y are now endogenous, it will be impossible to analytically evaluate the boundaries
between different forecasting rules being optimal.

G Theoretical Foundations of Sliding Dynamics

The discussion in this section follows Jeffrey (2019), Ch. 2, and the concepts from
Filippov (1988).
Suppose there is a vector ODE with a discontinuous flow,

x = f(x,\), (G152)

so that at the boundary defined by D = {x : 0 (x) = 0} there is a discontinuity of the
function f. The surface D is called discontinuity surface. The switching multiplier X
could be selected so that A\ = sign (o). Denote

ff(x) = flx+1), o(z) >0,
f7(x) = f(x-1), o(z) <0.

Then the time derivative of the flow above (below) the surface can be written as

d_dsd_ it
dt  dt dx
The normal vector to D is defined as Z—i. Then, f - Z—i = %Z—; = ‘fl—‘t’ = 0, so the

projection of the vector f onto the normal vector to D gives the time derivative of o.

The Lemma 2.1 of Jeffrey (2019) then states that if f(x, A) is continuous in A and
the components of f*(x) normal to the boundary are in opposition to each other, there
exists an intermediate value of A, denoted A\*, —1 < A% < 1, such that f (x )\$) di =0.

One can then further define solutions of the ODE (G152) that exist on the discontinuity
surface, the sliding flow, so that

do (G153)
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This flow’s projection onto the normal to the boundary equals zero; thus ¢ (x) = 0 is
preserved over time. However, there can be a non-zero projection to the subspace that
is tangent to the boundary D at the point where it is reached by the original flow.
This projection tangential to D gives rise to the sliding dynamics along the boundary.

If the components of f*(x) normal to the boundary are pointing in the same
direction, then a simple crossing of the boundary will happen, and no sliding along
the boundary D will be observed. We check the opposing condition by computing
the scalar product of the flows f™ and f~, with a negative value signifying oppositely
directed projections and thus the presence of sliding.

The easiest way to generate a function that is smooth in A is to postulate that

A (G154)
A=—-1, o(z) <0.

Then, one can define A* so that the projection of £ (1 4+ A*) fF(x)+1 (1 — X*) f~(x) on
the normal to the boundary D is zero. The resulting flow then produces trajectories
that slide along the boundary.

The construction above suggests the following simple algorithm for evaluating the
trajectories of the approximating ODE that could involve sliding dynamics.

1. Trace the trajectory of the ODE solution until time T, stopping at min(r,T),
where 7 is the first time the boundary V(0,0)=V(0,1) is reached.

2. If 7 < T, numerically compute the normal to the boundary V(0,0)=V(0,1) at
the point at which it is achieved.

3. Check whether the scalar product of the projections of the flow f*(x) onto the
normal to the boundary is positive or negative.

4. If the product is positive, this is a simple crossing. Continue with Step 1, stop-
ping at min(7*,T), where 7* is the next time the boundary V(0,0)=V(0,1) is
reached. Otherwise, switch to simulating the sliding ODE constructed as in
(G153-G154) above, also until min(7*,T).

5. If 7* < T, repeat Step 3, otherwise end.

The algorithm described above could be thought of as a simplified version of Pi-
iroinen and Kuznetsov (2008).
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Abstrakt

Tento ¢lanek se zabyva konvergen¢nimi vlastnostmi, véetné lokalni a globalni silné E-stability, rovnovahy
racionalnich ocekavani (REE) pii nehladké dynamice uceni a ulohou ménové politiky pii tvorbé ocekavani
agentll. V novokeynesianském modelu uvazujeme dva typy informacnich omezeni, které piisobi spole¢né
— fidka racionalita pii adaptivnim uceni. Studujeme dynamiku uciciho se algoritmu pro kladné naklady
pozornosti, inicializovaného z rovnovahy s chybné specifikovanymi pfesvédcenimi. Zjistujeme, ze pro
jakékoli pocate¢ni presvédceni prognostické pravidlo agentt konverguje bud’ k REE s minimalni stavovou
proménnou (MSV), nebo pro velké naklady pozornosti k pravidlu se zakotvenymi inflacnimi ocekavanimi.
P1i ptisnéjsi ménové politice je konvergence rychlejsi. Chybné specifikované prognostické pravidlo, které
pouziva proménnou, jez se v REE MSV nevyskytuje, v tomto ucebnim algoritmu neobstoji. Ke studiu

dynamiky naseho algoritmu uc¢eni pouzivame teorii nehladkych diferencialnich rovnic.
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