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Abstract  
The finite sample effects of incorrectly shifting the cointegrated variables in time is studied and the consequences for testing for
cointegration using the Dickey-Fuller test is discussed. It is shown analytically that misspecifications creates autocorrelated 
errors in cointegrating equation that can be substantial even for quite small incorrect lag choices. The error dynamics due to 
lagged variables can be simply eliminated by shifting them in time, therefore the dynamics of the error term and asocciated 
biases in parameter estimates can be reduced. The simple test to detect incorectly lagged cointegrated variables is proposed. 
The finite sample effect on the parameter estimates and the power of the Dickey-Fuller test when it is applied to test for 
stationarity of the cointegrating regression error is explored by Monte Carlo simulations. The empirical example with the 
potential lag shift in the cointegrating regression is presented using the Lithuanian investment and export data.  
 
 
 

1. Introduction 
In principle the definition of cointegrated variables does not eliminate possibility of lags in cointegrating 
relation, however, presently, contemporaneously cointegrated variables are at the centre of theoretical 
investigations and practical applications. The probable reason of the dominating role of 
contemporaneous variables is that cointegration is associated with some equilibrium relationship in 
economic terms. In static equilibrium the time dimension is not present so that only contemporaneous 
relationship is important. However this does not eliminate possibility that variables are related with lags in 
general, these just become unimportant in equilibrium. Therefore it is not so evident that only 
contemporaneous relationship should be analyzed. Due to adjustment costs, inferences obscured in 
seasonal fluctuations, absence of instantaneous signal transmissions, capacity limits and other causes 
there are good economic and other reasons to expect some lags in cointegrating relationships and it is 
not evident, why this should not hold in the long-run as well.  
The aggregation level has an impact for the discussed possible mismatching of timing in modelled 
cointegrating relationships. If data are sufficiently aggregated in time (for instance, yearly or even more 
aggregated), there might be no need to account for lagged relationships, because they are dominated by 
aggregated contemporaneous properties. However in some situations, for instance, modelling economies 
in transition, practically the only solution for econometric modelling is to use more frequent then yearly 
data, otherwise data sample reduces to around six or seven observations. Besides that currently more 
and more disaggregated data are available and with more frequent observations lagged relationships 
become relevant given that the increase in sample size does not counteract this negative effect.  
Inspired by these motivations in this article we study the effect of incorectly specified lags in a single 
equation cointegration case when Dickey-Fuller (DF) tests is used for testing the stationarity of 
cointegrating regression errors. The following section presents some analytical result and questions, 
whether and in what cases lag misspecification is important. Then using the Monte Carlo simulations with 
the cointegrating regression with i.i.d. residuals and exogenous regressor the third section address the 
question how much it is important in terms of the precision of the parameter estimate and the power of 
the test. The fourth section presents an empirical example where time shifts in cointegration seems to be 
present and the fifth section concludes.  

2. Lag shifts in cointegrating regression 
2.1. Contemporaneous versus lagged cointegration 
Let and  be cointegrated as defined by following data generating process (DGP)  
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where  are the respective parameters,  denotes the first difference operator, and  denotes 
the order of lag and we assume that  and  are independent. Suppose that the conjectured testing 
equation is as follows  
 

 
 
where  is assumed to be stationary. Note that the errors of the true relationship (1a) and the 
conjectured one in (2) are related by  
 

 
 
By definition  is stationary and stationarity of  therefore depends only on the last term in (3), which for 
finite lag k and infinite process  is stationary as well. Therefore for infinite process there is no 
difference whether we use the definition of the process as in (1a) or in (2). In empirical applications 
however we deal with finite samples an increase in  relatively to  means that the sum of  is 
approaching the realization of integrated variable . Consequently, with increasing shift parameter   
becomes more alike a nonstationary variable. This transfer of dynamics then can obscure estimation of 
parameters of the static regression (2) and the procedure of inference about cointegration.  

2.2. The impact on error dynamics 
It is well known (see Banerjee et al.,1986) that omitting the error dynamics and estimating the static 
cointegrating regression (2) with ordinary least squares (OLS) result in significant biases in small 
samples. Nevertheless, the popular single equation Dickey Fuller or augmented Dickey Fuller (ADF) 
tests rely on the procedure first estimating the static regression (2) and then testing for stationarity of the 
residual term. It is important then to avoid the error term dynamics that can be simply eliminated by 
correctly specifying the timing of cointegrating variables. In this section we study the lag shifts impact on 
the error dynamics of the static equation (2) and draw some conclusions about the effect for the DF test.  
Assume that the DGP for the process under investigation is as defined in (1), and suppose that (2) is the 
conjectured test equation. DF test then would test for stationarity of the residuals of the conjectured 
cointegrating relationship. Test procedure would differ, depending on whether  is assumed to be known 
or not, there are as well different other peculiarities of choosing the test form, however we abstract from 
these problems and following assume that  and the form of the relationship up to a lag shift are known 
(for DF and ADF statistic description and further analysis see Hamilton, 1994).  
The cointegration test using DF statistic then reduces to testing for stationarity of , where the 
hypotheses   , i.e. the null is that  is nonstationary, and the test is conducted using
the test equation  
 

 
 
where  is assumed to be i.i.d.  
Because we assumed that variables are cointegrated as defined in (1) following we study the shift effects 
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under alternative hypothesis of stationarity of . In this section we establish how the lag shifts affects the 
value of  and the variance of the residual term of the test equation under the alternative hypothesis and 
in the later sections using simulations we evaluate how these affect the precision of parameter estimates 
and the power of the test for certain DGP.  
First note that when there is no shift and  the relationship in (1) under alternative of cointegrated 

variables implies that  and , with  respectively. Now assume that there is a 

shift of one lag and , then from (3) and (1b)  and  
 

 
 
So that the value of  is not affected, however from (4) then we have  meaning that the 
error variance, as given in the denominator of the middle term in equation above, is increasing and 
inference about the parameter estimate is less efficient compared with the correctly specified case. 
Additionally note that although explanatory variable is exogenous as defined in (1), incorrect lag 
specification induces endogeneity problem as can be seen from (3).  

For  from (3) and (1b) follows that  and  
 

 
 
that holds as well for the case , however for  the expression indicates that under alternative of 
cointegrated variables the autocorrelation coefficient  It increases with bigger , and becomes 
closer and closer to  that is just the value of the correlation coefficient under the null hypothesis of the 
test for nonstationarity. For instance for the parameter values that are used in later simulations 

 and with  and  , say,  and  respectively. Besides that with the 
increasing  the dynamics of the error becomes more complicated with nonzero higher order 
autocorrelations. Consequently, the misspecifications of  can create substantial error dynamics and 
negatively affect the static least squares performance in finite samples as well as the power of the test, in 
the later case even when assuming that  is known instead of estimating it.  

2.3. Testing for lag shifts 
The relationship between the errors of correctly specified and shifted specifications (3) defines the effect 
of misspecification. It can be used in several ways, but the most straightforward is to put (3) into (2) that 
gives the cointegrating regression augmented with the contemporaneous and lagged values of 
explanatory variables. However to distinguish between dynamics induced by the misspecification of 
lagging and due to other reasons first obtaining residuals of (2) and then applying ARMAX where 
explanatory variables are the dynamic terms suggested by (3) could be preferred. In later simulations we 
deal with the first approach as we use i.i.d. errors  and it enables direct comparison of the parameter 
estimates of . Therefore we estimate following augmented test equation  
 

 
 
Note that besides the significance of the parameters of dynamic terms they should not be significantly 
different from the parameter of the level term with a negative sign. Therefore testing procedure could be 
split into two steps. First the significant dynamic terms in (6) are established and then it is tested whether 
they do not differ significantly among themselves and whether they are equal to the level parameter with 
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a negative sign. If both criteria are satisfied then data do not contradict the model in (6) and respectively 
the hypothesis about the lags in cointegrating regression. The order of the shift in the original 
cointegrating regression then is straightforwardly indicated by the significant dynamic terms, i.e. the 
significant terms plus one. We present an example of the described test in section 4 after discussing the 
simulation results in section 3.  

3. Small sample effects of shifts on parameter estimates and DF 
test power 

In this section we study the effect of lag shifts in the cointegrating regression on the precision of 
parameter estimates and the power of the DF test. Because we showed that the shifts results in the 
dynamics of the error our simulations regarding the effects on the parameter estimates are closely 
related to Banerjee et al. (1986) results, however we study particularly the effect that arrises from 
incorrect timing in cointegrating regression rather than autocorrelated error in general. Additionally we 
report the effects on the power of the DF test when the two step Engle-Granger procedure is used to test 
for stationarity. Namely, first the test equation (2) with  is estimated by ordinary least squares and 
then a bit modified version of equation (4)  
 

 
 
is used to obtain OLS estimate of parameter  in order to test the hypothesis  .  
The DGP is as defined in (1) with fixed values of and  and normally distributed . 
We report the results for some different values of the cointegrating parameter  for several sample sizes 

 The results are obtained by using 1000 repetitions with the EViews 4.1 package and therein built in 
random number generator. In Table 1  denotes the average of the 1000 estimates of the parameter , 
DF denotes the power calculated for the  significance level when  differs from zero and the 
respective size when . Because shifting lags creates certain dynamics we could expect that 
augmentations could solve the problem, therefore besides the DF test in the table we report as well the 
power of the ADF test, where augmentations where chosen based on Akaike information criteria.  
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Table 1The simulated lag shifts effects on static cointegrating regression parameter estimates and the 
power of DF and ADF tests  
 
 
 

Table 1 cont.  
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Several conclusions can be drawn from these simulations. First, as was predicted when lag shift  
there is practically no loss in power, however the loss in efficiency of the parameter estimates for is 
seeming and becomes quite substantial for small samples, i.e. up to around one fifth. Second, as can be 
expected, the most vulnerable are very small samples and for high lag misspecifications it becomes 
substential, e.g. for  and  which is quite possible yearly mismatching when dealing with 
quarterly data, the avarage of estimated parameter is more than halved and the power becomes only 
around 37 percents instead of almost perfect power performance. Recalling that here we deal with the 
simple case and the low power performance of the unit root tests under certain circumstances is well 
known this suggests that in small samples one must do as much as possible to avoid the error dynamics 
and particularly induced by possible lagged relationships. Third, the augmentation with lags does not 
solve the problem created by shifted variables.  
As these simulations indicate there are good reasons to account for error dynamics in small samples 
and, if the problem of dynamics can be solved simply shifting the cointegrating variables, it seems that 
such procedure is significant.  

4. Empirical application 
In this section we provide an example where the established results seems to apply in practice. We 
analyze the relationship between Lithuanian real investment and export data. Analysis of the relationship 
between investment and export variables is inspired by the small open nature of the Lithuanian economy,
where export led growth of economy seems to have firm grounds as was showen by earlier experience 
and particularly Russian crisis. Besides quite crucial role as a demand factor - about 70 percents of 
manufacturing production is exported - export additionally plays an important role in financing 
investments, because in Lithuania only ten percents of investments are financed from borrowed means. 
Therefore it is quite natural to expect that developments in exports will have an effect on the investments. 
It is not clear whether one should look however at the impact of export on investment directly or through 
the domestic production, due to high degree of openness however we assume that there is direct effect 
of exports on investments. This seems to be supported by the visual inspection of the seasonally 
adjusted - the Census X-12 multiplicative method was used - data plot (see Figure 1), as well the 
contemporaneous static least squares regression results are quite satisfactory (see Table 2 in appendix 
A), with marginal first order residual correlation (correlation coefficient value is 0.31 and its empirical 
significance level is 0.07), but with the joint hypothesis about the significance of the first six 
autocorelation lags rejected with the empirical significance level 0.27 (the Ljung-Box Q  was used for 
testing).  
Figure 1 Dynamics of seasonally adjusted imports and exports (1995:1 - 2002:3 quarterly data)  
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The DF test of the residuals - AIC and SC criteria did not suggest inclusion of additional augmentations - 
rejects the null of nonstationarity for test formulation with a constant (the value of the test statistic is -
3.85). So that there seems good grounds to estimate contemporaneous cointegrating vector. The 
inspection of CUSUM plot reveals however possible problems with stability of parameters (see Figure 2 
in appendix B).  
Despite quite satisfactory results of the preceding analysis we should remember that investment decision 
process usually takes time, therefore we could expect that there are some lags in export-investment 
relationship and not accounting for them could result in biased estimates of the parameters, e.g. due to 
error dynamics. Therefore we estimated the extended regression suggested by section 2.3. As can be 
seen from Table 3 in Appendix A there are two terms - we checked for other lags as well, but they were 
seemingly not significant - that closely satisfy the predictions made in section 2.3, when lag shifts are 
present. Namely, the parameter estimates of included dynamic terms are negative and, although here 
distribution of the test statistic due to cointegrating regression is nonstandard, the estimates of the 
parameters of the dynamic terms clearly does not differ significantly from the contemporaneous 
parameter estimate of the level term and each other as well. This seems to suggest that there might be a 
time shift in the formulated cointegrating relationship. Therefore we estimated the static cointegrating 
regression with two lags between variables as suggested by the significant dynamic terms. The 
estimation results (see Table 4 in Appendix A) are more satisfactory than earlier with contemporaneous 
variables. There are no standard problems, e.g. the first order autocorrelation empirical significance level 
now equal to 0.88 and Ljung-Box Q  to 0.49, and this specification is even preferable to that one with 
dynamic terms as suggested by the adjusted coefficient of determination, as well AIC and SC criteria. 
The unit root test statistic for the residuals nonstationarity increases as well to -4.71. More than that the 
CUSUM plot now (see Figure 3) does not show any significant departure from the assumption about 
stability of parameters.  
It is interesting to note that assuming two lag shift, the first order autocorrelation induced by the 
misspecification of timing calculated using the equation in (5) and based on the estimates of the "correct" 
specification with lagged variables is equal to 0.26. This quite closely corresponds to that one of earlier 
mentioned 0.31 and estimated directly from potentially misspecified model. And although in this example 
the cointegration was found already initially with contemporaneous variables, as simulations in earlier 
section show there might be cases where disregarding time lags can result in incorrect conclusion about 
the cointegrating relationship, and, probably, better parameter estimates were obtained by regarding the 
lag structure in cointegrating relationship.  

5. Conclusions 
Currently the cointegration mainly is treated as contemporaneous phenomenon. However in the world of 
inevitable disequilibrium there are good economic and other reasons to expect some lagged relationships 
to hold even in the long run. In infinite processes cointegration with lags is not a reasonable concept, 
because it always can be transformed into contemporaneous relationship. In the real world however we 
deal with finite samples and capturing some lagged relationships might be sensible, because modelling 
contemporaneous cointegration instead of lagged one transfers the dynamics into error term. As the 
simulations show the influence of such transfer of dynamics in small samples can be quite substantial. 
And because there is straightforward possibility to test whether dynamics is due to shifted cointegrating 
relationship or due to other reasons it seems important to test for the origin of the dynamics and to 
diminish the biases in parameter estimates and to increase the efficiency as well as power of some 
cointegration tests.  
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This paper studied only the very limited case with i.i.d. errors, however the presented empirical example 
indicates that even such cases have applications in the real world. The extensions however of the 
analysis are needed for more general error processes, multivariate cointegration case, as well possibly 
more richer dynamic relationships than rather simple lag shift in time. 
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Appendix A 
Hereafter I and X denote respectively investment and export variable. _SA signifies seasonally adjusted 
variables.  
Table 2The estimated cointegrating regression with contemporaneous variables  
 

 
 
 
 
 
Table 3The test regression for shifted variables in cointegration relationship  
 

 
 
 
 
 
Table 4The cointegrating regression after regarding time shifts  
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Appendix B 
Figure 2The CUSUM test plot for the initial cointegrating regression with contemporaneous variables  
 

 
 
Figure 3The CUSUM test plot for cointegrating regression with lagged variables  
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