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Abstract

This paper examines whether monetary policy responsibilities alter the central
bank’s role as a bank supervisor. The analysis focuses on the United States, where
the Fed shares supervisory duties with two other federal agencies (the OCC and
the FDIC). Among these three institutions, the Fed is the only one responsible
for monetary policy. Hence, the Fed’s supervisory behavior is compared with the
behavior of the other two agencies. The comparison is made using a new panel
dataset that includes all insured commercial and savings banks in the United States
and all formal regulatory actions issued against these institutions during the period
1990:I- 1998:IV. The results suggest that the Fed’s monetary policy responsibilities
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objectives of monetary policy is not supported by the data.
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1 Introduction

In most countries, the central bank performs an important role in the management of the

financial system. However, since the main task of the central bank is to maintain price

stability, the assignment of other “optional tasks”, such as bank supervision has been

subject to debate amongst academics and policymakers for several years. For example,

policymakers in the United Kingdom, Japan, and several Scandinavian countries recently

removed their central bank from its role in bank supervision, while (after a long debate)

the European Central Bank was given no supervisory responsibilities. In the United

States, where the Federal Reserve System has only partial responsibility for the supervi-

sion of banks, there were various proposals to the Congress to consolidate all supervisory

duties under a new single federal regulator, separate from the Federal Reserve.

In the literature, several arguments have been developed against and in favor of com-

bining the two functions under the same agency.1 These arguments assume that in one

way or another the central bank’s supervisory duties affect monetary policy and vice

versa. To date, however, there is little empirical evidence establishing the existence of

such cross-effects, since data on bank supervision has been—and for the most part is still—

confidential in most countries. Given the data limitations, most of the early studies

provide only indirect evidence of such cross-effects.

For example, Heller (1991) and Goodhart and Schoenmaker (1992) compare the in-

flation rates achieved by central banks with and without bank supervisory duties. They

find that countries with central banks that have supervisory duties experience on average

higher inflation rates, and interpret this as evidence supporting the “conflict of interest”

hypothesis. However, higher inflation rates under a combined regime are not necessarily

the result of the central bank being distracted by supervisory considerations. Moreover,

1See, for example, Di Noia and Di Giorgio (1999), Goodhart and Schoenmaker (1992) and (1995),
Heller (1991), Haubrich (1996), and Peek, Rosengren and Tootell (1999). A recent paper by Barth, Nolle,
Phumiwasana and Yago (2003) provides (among other things) a comprehensive review of this literature.

1



cross-country comparisons using descriptive statistics are naturally impaired by differ-

ences across countries in the structure of their financial systems as well as differences in

the timing and magnitude of their business cycles.

Instead, this paper examines whether and how monetary policy duties affect the cen-

tral bank’s role in bank supervision by exploiting the segmented structure of the U.S.

bank regulatory and supervisory system. Specifically, all insured commercial and savings

banks in the United States have one of the following agencies as their primary federal

supervisor: the Federal Deposit Insurance Corporation (FDIC), the Office of the Comp-

troller of the Currency (OCC), or the Federal Reserve System (Fed). While the Fed’s

primary responsibility is to conduct monetary policy, the other two agencies have no such

duty. Hence, using the FDIC and the OCC as a control group, the supervisory behavior

of the Fed is compared with the behavior of the other two agencies. The analysis focuses

on a particular aspect of bank supervision: the imposition of formal regulatory actions

(i.e., cease and desist orders and written agreements) against banks in financial distress.

This is an important aspect of bank supervision for which data can be constructed us-

ing publicly available information and for which the general procedures and criteria of

imposition provide a common basis for comparison.2

In order to perform this comparison, a unique and rich dataset is created. Information

collected from the formal action documents is combined with bank-level indicators of

financial performance (constructed using the Call Report Data) and indicators of the

aggregate and regional economy. The resulting unbalanced panel includes the “universe”:

all insured commercial and savings banks in the United States and all formal actions

issued against these types of institutions during the period 1990:I-1998:IV.

The estimation results suggest that the Fed’s monetary policy duties do alter its

bank supervisory behavior. In particular, the stance of monetary policy–as captured

2The procedures of imposition of formal actions as well as how a bank’s primary supervisor is deter-
mined are discussed extensively in the section on methodology.
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by the federal funds rate, the paper-bill spread, the Strongin measure, and other short-

term interest rates– affects the supervisory behavior of the Fed, but does not affect the

behavior of the other two agencies. Since indicators of monetary policy matter only for

the Fed, it is unlikely that they simply capture the effect of the business cycle. However,

this possibility is formally tested in the sensitivity analysis by examining whether any of

the “traditional” indicators of the business cycle (e.g., the growth rate of real GDP and

the change in the national unemployment rate) affect bank supervision in the same way.

It turns out that these indicators matter for all three supervisors and not just for the

Fed. Moreover, similar tests show that the indicators of monetary policy do not capture

differences across the three groups of banks in their exposure to interest-rate risk.

The sign on the estimated coefficient of monetary policy indicates that when the Fed

tightens monetary policy, it becomes less strict in bank supervision (i.e., an increase

in interest rates or a decrease in reserves is associated with a lower probability of in-

tervention). One possible explanation is that the Fed tends to be less strict on bank

supervision in order to compensate banks for the extra pressure it puts on them when it

tightens monetary policy. The Fed might be interested in compensating troubled banks

either because it is concerned about possible adverse effects from bank failures on its

reputation or because it is concerned about possible knock-on effects. After all the Fed

is responsible for maintaining the stability of the financial system and it is responsible

for the supervision of some of the biggest banks in the United States.

Finally, the results also suggest that the scenario expressed by Goodhart and Schoen-

maker (1992), in which the Fed uses its role in bank supervision to reinforce or protect

the objectives of monetary policy, is not supported by the data. If it were, a monetary

policy tightening would have been associated with a higher probability of intervention.

It is important to point out that establishing such cross-effects does not necessarily

imply that the two functions should be separated or that they should be kept together.
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To answer this question would require to take into account the effect of all possible cross-

effects in a theoretical framework that would allow for welfare analysis. This, however,

is beyond the purpose of this paper. As mentioned earlier, the paper’s main objective is

to investigate whether and how monetary policy affects bank supervision when the two

functions are under the same agency. This is important since it could guide theory by

establishing relevant empirical facts.

The methodology and the data employed here improve upon previous studies in at

least two ways. First, the paper escapes the usual criticisms of cross-sectional studies

by limiting the analysis to a single country, the United States, where the segmented

structure of its regulatory and supervisory system provides an ideal framework for such

a study. Second, the construction and use of a unique dataset on formal actions allows a

direct test of the behavior of bank supervisors.

The paper is organized as follows. Section two reviews the main arguments developed

in the literature for and against the separation of the monetary and supervisory functions.

Description and critical evaluation of existing empirical findings are also provided. Section

three describes in detail the methodology and the data used. Section four describes and

evaluates the estimation results, provides sensitivity analysis, and evaluates the economic

significance of the paper’s main result. Conclusions follow in section five.

2 Theoretical Arguments and Empirical Evidence

2.1 Arguments Against Separation

The major argument for combining the monetary and supervisory functions is linked to

the central bank’s concern for the “systemic stability” of the financial system and the

protection of the payments system. Discussions focus on when it is considered appropriate

for the central bank to provide lender-of-last-resort (LOLR) facilities, and whether such
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role should be accompanied by supervisory duties to reduce moral hazard.

On the grounds of moral hazard, it is appropriate to provide LOLR facilities when

a bank is illiquid, but not insolvent (e.g., Bagehot, 1873). Hence, if the central bank

supervises an institution, it may know more precisely whether an institution asking for

credit from the LOLR is insolvent or just illiquid. However, regardless of the source of

problems, the central bank may feel compelled to support failing participants to avoid

systemic “knock-on” effects. Hence, to the extent that the central bank continues to

operate the payments system and act as a LOLR, it is likely that it will want to maintain

some regulatory and supervisory functions in order to limit moral hazard incentives and

to have an intimate knowledge of the condition of banks, which can be acquired (or so it

is often claimed) only through its participation in the supervisory process.3

Goodhart and Schoenmaker (1995), using a cross-country micro-dataset, found that

countries where central banks are involved in supervision have on average fewer bank

failures. As they point out, this finding has no welfare implications, since it is not

clear whether the cost of a bank failure compensates for the efficiency loss in resource

allocation and other costs linked to the bail out. Hence, they went on to examine the

method adopted to deal with failing banks (i.e., rescue-package, take-over by other banks,

special administration, and liquidation) and the resulting choice of funding (i.e., central

bank, commercial banks, deposit insurance, government, no external funding). For the

method of dealing with a failing bank they found no significant difference between the

combined and separated regimes. Instead, they found that less government and more

commercial bank funds are involved in countries with combined regimes. However, an

3This argument assumes that it is not possible for a third party, responsible for bank supervision,
to transfer information effectively to the LOLR. This assumption is clearly debatable. However, it
seems more plausible during periods of financial instability, since the speed and the degree with which
the condition of an institution deteriorates is significantly higher during periods of financial instability.
Moreover, it is in “bad” times that institutions are more likely to “cook” their books and hide their
true condition. Hence, under these circumstances direct supervision could help deliver the essential
information on time.
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important concern regarding these results is that they are based on simple descriptive

statistics, while they involve comparisons across a rather heterogeneous set of countries.4

Peek, Rosengren and Tootell (1999) raised a novel argument for combining the mon-

etary and supervisory functions. They argued that information obtained from bank su-

pervision could improve the accuracy of economic forecasting, and thus help the central

bank to conduct monetary policy more effectively. In particular, problems in the banking

sector may serve as an early indicator of deteriorating macroeconomic conditions.5 Peek,

Rosengren and Tootell (PRT) found that supervisory information can and does help the

Fed to conduct monetary policy more effectively. In particular, they found that confi-

dential information on the health of the banking system (i.e., CAMEL ratings) is useful

in predicting inflation and unemployment, but is not used by private forecasters or by

the Fed itself in its forecasts. Although, the Fed does not seem to make systematic use

of this information in its Greenbook forecasts, the authors found that this confidential

information is taken into account when setting monetary policy (i.e., it is found to affect

the votes of the Federal Open Market Committee members).

A more recent study by Feldman et al. (2003) reexamined the findings by PRT by ex-

tending their in-sample analysis to an out-of-sample framework. The authors found that

the supervisory information used by PRT does not improve the out-of-sample forecast

of inflation, while it improves the forecast of unemployment. However, the maximum

improvement in forecasting unemployment was 0.17 percentage points, which might be

too small to affect policymakers. To examine whether this increase in forecast accuracy

would alter monetary policy, the authors estimated two forward-looking policy rules: one

using the Greenbook forecasts and another using the forecast produced with the super-

4The sample includes Australia, Austria, Belgium, Canada, Denmark, Finland, France, Germany,
Greece, Hong Kong, Ireland, Italy, Japan, Luxembourg, Netherlands, New Zealand, Norway, Portugal,
Spain, Sweden, Switzerland, United Kingdom, United States, and Venezuela.

5For example, supervisory information could provide advance notice of changes in bank lending behav-
ior to the extent that the “lending channel” of monetary policy is operative (see, for example, Bernanke
and Gertler, 1995; Hubbard, 1995; and Kashyap, Stein and Wilcox, 1993).
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visory information. The second rule produced a federal funds rate that was closer to the

optimal funds rate, but only by four to twelve basis points.

Even if one believes that supervisory information is indeed valuable for forecasting key

macroeconomic variables, this evidence does not in itself establish that the Fed should

be the supervisor. The Fed could simply request this information from the agency doing

the supervision. PRT argue that effective use of this information may be very difficult

in practice. In particular, the assessment of a bank’s health and the information used

may depend on the objective function of the agency doing the supervision. Differences

in objectives could lead to the collection and emphasis of different information. It may

also affect the way CAMEL ratings are assigned.6 Thus, in order to effectively use the

bank supervisory information, the Fed should not only know the aggregate ratings, but

whether and for which institutions forbearance is occurring. PRT argue that the latter

implies a direct supervisory role for the central bank. While all these arguments are

entirely plausible, others are not fully convinced that direct supervision is necessary for

effective and timely transfer of information (see Bernanke, 2001).

2.2 Arguments for Separation

The most common argument for separating monetary policy responsibilities from bank

supervision is that the combination of the two functions may lead to a “conflict of interest”

between the monetary authority, that desires higher interest rates (e.g., to fight inflation

or to maintain an exchange rate peg), and the supervisory authority, that is concerned

about the adverse effects of higher interest rates on the solvency and profitability of the

banking sector. Similarly, it is easy to imagine situations where officials in charge of

monetary policy may want to rescue a bank because of systemic stability concerns, while

6For example, during the Third-World debt crisis, some banks that were perceived as “too big to fail”
may have received better CAMEL ratings than their true condition warranted.

7



officials responsible for supervision may want to close it to avoid moral hazard.

A more general point made by Goodhart and Schoenmaker (1992) is that the cyclical

effects of micro (regulatory) and macro (monetary) policy tend to be in conflict. Mone-

tary policy is usually countercyclical, while the effects of regulation and supervision tend

to be procyclical, offsetting to some extent the objectives of monetary policy.7 In par-

ticular, during periods of economic slowdown, the financial condition of banks is usually

deteriorating. In this case, the bank’s supervisor steps in and applies pressure on the

institution to improve its condition. However, the bank’s implementation of supervisory

requirements results in even tighter credit during an economic recession.8 Following this

line of argument, one might expect the central bank to use its supervisory role to com-

plement monetary policy (i.e., to be less strict in supervision when monetary policy is

expansionary and vice versa).

However, these conflicts are genuine and are not likely to be eliminated by institu-

tional rearrangements. Hence, the key question is which institutional setup would resolve

these conflicts in the most efficient way for the society at large. Some researchers argue

that internalizing conflicting goals within a single agency may result in a more efficient

resolution because of lower frictions in deciding and implementing policies and because

of enhanced accountability (e.g., Briault, 1999; and Llewellyn, 1999).

From an empirical perspective, it is very difficult to document whether (or the extent

to which) interest rates were kept lower than they would have been on the basis of purely

monetary considerations, since discussions are usually internalized within the central

bank. However, there were a number of cases where it was argued that interest rates were

7For example, the slow recovery from the 1990 U.S. recession was attributed by many researchers
to a dramatic decrease in the supply of bank loans caused by increased capital requirements and more
stringent regulatory practices (see Bernanke and Lown, 1991; Berger and Udell, 1994; Berger, Kashyap
and Scalise, 1995; Hancock, Laing and Wilcox, 1995).

8Formal regulatory interventions have been found to have an immediate negative impact on new
lending. For example, Peek and Rosengren (1995) found that banks under formal actions decrease new
lending by 1.9 percent per quarter.
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held down because of concerns about the stability of the financial sector.9 For example,

during the 1980s and the beginning of the 1990s, the U.S. interest rates were kept low

because of the severe problems of the Savings and Loan Associations (see Vittas, 1992).

Moreover, it is widely believed that in 1982 Chairman Volcker was under pressure to

abandon the non-borrowed reserve scheme because of the effects of interest rate volatility

on the debt of less developed countries and the solvency of major U.S. banks.

To test whether conflicting goals affect the performance of central banks with super-

visory responsibilities, Heller (1991) and Goodhart and Schoenmaker (1992) compared

the inflation rates achieved by central banks with and without supervisory duties. They

found that countries whose central banks do not have supervisory duties have on average

lower inflation rates. However, as Heller (1991) pointed out “it may well be that inde-

pendent central banks are better in attaining the goal of price stability and that these

independent banks do not tend to have supervisory responsibilities”. It turns out that

even after controlling for central bank independence, central banks without supervisory

duties achieve lower inflation rates (Di Noia and Di Giorgio, 1999).

Combining the two functions may also involve reputation risks for the central bank.

If the central bank is responsible for bank supervision and bank failures occur, the public

perception of its credibility could be adversely affected (e.g., Bank of England and the

failure of BCCI in 1991). Moreover, the public and politicians often blame the regulatory

authority for the crises that do occur, but do not give credit to regulators for crises that

are successfully prevented. Hence, it has been argued that the reputation of the central

bank is more likely to suffer, than to benefit, from bank supervision.

9The effect of high interest rates on the profitability of the banking system depends on how long
interest rates are held high and on the balance sheet structure of the banking system (i.e., the repricing
and maturity structure of the asset and liability sides of their balance sheets).
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3 The Empirical Analysis

3.1 Methodology

Does the central bank’s responsibility for monetary policy alter its behavior as a bank

supervisor? This question can be addressed by taking advantage of the segmented struc-

ture of the U.S. bank regulatory system. All insured commercial and savings banks in

the United States are primarily supervised by one of the following federal agencies: the

FDIC, the OCC, or the Fed. Due to historical reasons, the identity of a bank’s primary

federal supervisor depends on its charter (national or state) and on whether it chooses to

be a member of the Fed or not. Specifically, a nationally-chartered bank is supervised by

the OCC, while a state-chartered bank has the Fed as its primary supervisor if it chooses

to be a member of the Fed and the FDIC otherwise. Among the three agencies, the Fed

is the only one responsible for monetary policy. Hence, the Fed’s behavior as a bank

supervisor is compared with the supervisory behavior of the other two agencies.

The comparison focuses on a particular aspect of bank supervision: the issuance of

FAs against financially troubled institutions on the basis of “safety-and-soundness”. In

general, the term formal action— as opposed to informal action— refers to actions that are

legally enforceable. FAs include cease and desist orders, written agreements, prohibition-

and-removal orders, civil money penalties, and prompt-corrective-action directives. Here,

the analysis is confined to cease and desist orders (C&Ds) and written agreements (WAs),

which are usually issued against banks with serious financial problems.10

Prohibition-and-removal orders and civil money penalties are not included because

they are usually issued against individuals affiliated with an institution because of vio-

lation of laws and regulations and not because the financial condition of the institution

has been deteriorating.11 Prompt-corrective-actions are also not used because they are

10From now on, the term FA will be used to refer to C&Ds and WAs only.
11When the illegal actions of the individuals are such that endanger the safety-and-soundness of the
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automatically triggered by deficient capital levels under the Prompt Corrective Action

guideline. Thus, they can not be used to compare the behavior of the Fed with the other

two agencies. What is needed is actions for which there are some general procedures and

criteria of imposition, but these procedures are not automatic and thus allow for some

degree of discretion on the bank supervisors. C&Ds and WAs are ideal for this matter.

Supervisors conduct on-site examinations to determine whether bank practices are

consistent with sound banking operations. When an institution is discovered to have

serious financial problems, its primary supervisor can intervene by imposing a C&D or

WA to force the institution to correct the problems.12 This type of intervention is based

on the absolute and relative health of the institution. While examiners use various bank-

level indicators to evaluate the condition of a bank, the same indicators may or may not

trigger intervention, depending on the size of the bank and the condition of its economic

environment. As the economic environment (both national and regional) deteriorates,

a bank faces a greater probability of failure, since the health of its borrowers and the

value of any collateral securing loans deteriorate. Bank size may also be relevant. In the

presence of asymmetric information, larger banks can absorb more risk, since it is easier

for them to raise additional funds if needed (due to reputation effects or to “too-big-to-

fail” subsidies). Moreover, big banks are better able to diversify their loan portfolios.

Thus, the probability of getting a FA is modeled using a probit model:

P (Yi,t = 1) = F (β
′

X) + εit, (1)

where F (·) is assumed to be the standard normal distribution.13 Yi,t is equal to one if the

supervisor imposed a FA on bank i at time t, and is equal to zero otherwise. The matrixX

includes indicators of the condition of bank i at time t and t−k, indicators of the prospects

institution, a C&D or a WA is issued against the institution as well.
12Since FAs are legally enforceable with civil monetary penalties for noncompliance, they are viewed

as the most serious actions available to supervisors, short of closing the bank.
13The estimation results are qualitatively the same if a logit model is used.
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of the economic environment in which the bank operates, and a bank size indicator. In

addition, supervisory agency dummy variables are used to account for the possibility of

systematic differences across agencies either in supervisory standards or in the quality

of banks supervised. The paper’s central hypothesis is tested using interaction terms

between a monetary policy indicator and the supervisory agency dummy variables.14

A few comments are in order. First, following Peek and Rosengren (1995), time t

refers to the exam date that resulted in the imposition of a FA and not to the date that

the action became effective (i.e., the sign date). If time t was referring to the sign date,

the analysis would capture a different condition (most probably improved) from the one

that triggered intervention by the bank’s supervisor. In particular, supervisors decide to

issue a FA based on the information they obtain during an examination. However, FAs

become effective at least 60 to 90 days after the exam date and many over a year later.

During this interim period, the bank knows that a FA is going to be issued against it.

Hence, it is expected to start improving its condition even before the action is signed.

Second, Yi,t does not include observations of banks that at time t were already under

a FA. In particular, once a bank is under a FA, its subsequent observations until the

action is terminated are dropped. If a bank is already under a FA, it can not receive

another action of the same type before the first one is terminated.

3.2 Data Description

A pooled time-series and cross-sectional panel of all FDIC-insured commercial and savings

banks in the United States is constructed in order to estimate equation (1). In particular,

information collected from the FA documents is combined with bank-level indicators of

financial performance and indicators of the aggregate and regional economy.

14In the sensitivity analysis, a separate regression is estimated for each agency in order to examine the
robustness of the results when all coefficients are allowed to differ across the three supervisors.
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3.2.1 Formal Actions

The dataset covers the period 1990:I-1998:IV. Data availability regarding the dependent

variable Yi,t determines the sample’s starting point. Specifically, the date of the examina-

tion that resulted in the imposition of a FA is necessary for generating Yi,t. These exam

dates are reported in the FA documents, which have been disclosed only since the end of

1989. In particular, the Financial Institutions Reform, Recovery, and Enforcement Act

(FIRREA) of 1989 made public all C&Ds signed after August 9, 1989, while the Crime

Control Act of 1990 requires disclosure of all WAs signed after November 29, 1990.

Even if WAs signed prior to November 29, 1990 are not available, the sample begins in

1990:I in order to take advantage of C&Ds imposed during 1990. The estimation results

would have been biased if banks that received a WA appeared in the data as if they did

not (i.e., Yi,t equals 0 when it should equal 1). For this reason, termination documents are

used to identify banks that received a WA any time between January 1 and November 29,

1990. These banks are then dropped for the period between 1990:I and the termination of

the action.15 The same procedure is used to identify and eliminate any bank that entered

the sample period with a FA issued prior to August 9, 1989. Finally, the sample includes

FAs that were clearly related to deteriorating financial condition and not only to some

violations of laws and regulations.16

Table 1 reports the number of FAs issued during the 1990:I-1998:IV period. Interest-

ingly, 86% of the total 1013 FAs are imposed between 1990 and 1993, when the banking

industry faced one of its worst crises since the Great Depression. The bottom panel of

15The termination documents include the date the action was imposed (i.e., the sign date) and the
date it was terminated. Unfortunately, the termination documents do not include examination dates.

16Actions issued because of deteriorating financial condition are easy to identify when reading the
actual documents. A typical quote from the type of actions included is: “Bank ordered to cease and
desist from such unsafe and practices as operating with an excessive volume of adversely classified assets;
engaging in hazardous lending and lax collection practices; operating with inadequate equity capital;
operating with inadequate loan and lease loss allowances;...” (Docket no.: FDIC-90-106b). In general,
when the problems are of the nature described above, the actions include specific guidelines of how to
restore the problems and prohibit the bank from paying dividends.
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Table 1 shows the percentage of banks under each supervisor that received a FA at each

point in time. It seems that banks under the FDIC are less likely to receive a FA than

banks under the FED or the OCC and this is true for every year in the sample. However,

the comparison between the FED and the OCC varies over time.

3.2.2 Bank-Level Data

Bank-level indicators of performance for all insured commercial and savings banks in the

United States are constructed using the Consolidated Reports of Condition and Income

(Call Reports), available from the Federal Reserve Bank of Chicago. In order to create

consistent time-series variables, this dataset involves a number of challenges (e.g., dealing

with mergers, de novos, “shell” banks, and changes of definitions over time).17

The indicators used to capture the health of an institution cover the main areas in

which examiners base their evaluations. Table 2 provides a list of indicators as well as

definitions and notation. The specific ratios are motivated from other studies on FAs

(e.g., Peek and Rosengern, 1995 and 1997) as well as studies that use Call Report data

to capture the supervisory assessment of bank condition (e.g., Berger, Kyle and Scalise,

2000). For example, it is known that supervisors view capital adequacy as a key element

in reducing bank risks. To evaluate capital adequacy, regulators look at three capital

ratios: tier 1 capital to risk-weighted assets, total capital to risk-weighted assets, and tier

1 capital to average assets. The higher these ratios, the lower the probability of receiving

a FA, other things equal. It should be pointed out that all capital ratios were constructed

as to exactly equal the measure generated by each of the three supervisors at each point

in time, following all the changes in regulation during the sample period.

The asset quality of an institution is evaluated with respect to the concentration of

its loan portfolio, the severity of its credit-risk problems, the adequacy of its loan loss

17See the Data Appendix for more details on the methods used to deal with these problems.
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reserves, and its exposure to interest-rate risk. In particular, ratios of portfolio concen-

tration in risky types of loans reflect potential exposure to excess risk. For instance, if a

particular sector of the economy is under stress (e.g., the real estate sector), then banks

with a loan portfolio that is highly concentrated in that sector will face an increased

probability of failure. The ratio of nonperforming loans to total loans provides an indica-

tor of current and future credit-risk problems, while the ratio of other real estate owned

to total loans reflects past problems with credit-risk.18 Hence, the higher these ratios, the

higher the probability of receiving a FA.

Gap variables (scaled by total assets) are included to capture a bank’s short-run

exposure to interest-rate risk. Following Peek and Rosengren (1997) and Simons (1995),

the gap variables are measured as the absolute value of the difference between assets

and liabilities (i.e., loans plus securities minus deposits) maturing or repricing within

a given interval. The intervals used are: up to three months and three months to a

year. The higher these ratios are, the higher the probability of a FA. Unfortunately, the

information that is necessary in order to construct these gap variables is not reported by

a large number of banks. Hence, including the gap variables in the estimation results in

a loss of about 32 percent of the total number of observations. For this reason, some of

the key specifications are also estimated without the gap variables.

Earnings ratios such as the return on average assets (or on average equity) captures

the ability of an institution to supply additional capital and meet possible losses. Hence,

the higher are these ratios, the lower the probability of receiving a FA. A bank’s liquidity

is of particular importance when a bank becomes troubled. Deposit withdrawals and

the reluctance of other institutions to expose themselves to counterparty risk through

transactions with a troubled bank can lead to increased liquidity requirements. Hence,

18The nonperforming loans series is calculated as loans that are 90 or more days past due plus loans
that are in a nonaccrual status. The other real estate owned series is composed of real estate collateral
from foreclosed loans.
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the higher the ratio of liquid assets to total assets, the lower the probability of receiving

a FA.19 In contrast, unstable or highly liquid deposits (e.g., brokered deposits) increase

the probability of a liquidity problem, and thus increase the probability of a FA.

Under off-balance sheet activities two ratios are included. The first ratio, interest rate

derivatives to total assets, is used in order to capture the extent to which an institution is

speculating or hedging against interest rate risk using off-balance sheet derivatives. The

measure includes swaps, futures, and option contracts (both written and purchased).

In general, derivatives could increase or decrease the probability of a FA, depending

on whether the institution is using them for speculation or hedging. The second ratio,

non-interest income to total income, is included in order to capture the size of a bank’s

off-balance sheet activities. In recent years, there were concerns that banks are using

off-balance sheet activities to engage in regulatory capital arbitrage.

Table 3 compares the average risk profile of three groups of banks: i) banks not under

a FA, ii) banks at the exam date that resulted in a FA, and iii) banks under a FA at

the time of the termination of the action. As expected, banks have a significantly worse

risk profile at the time of the exam that resulted in a FA compared to banks that are

not under a FA. In particular, they are less well capitalized, less profitable, have a less

diversified loan portfolio, and have more liquid deposits. Moreover, a higher share of

their loans is nonperforming and they have a lower loan loss reserves ratio. However,

when the action is terminated, their average risk profile is significantly improved.

3.2.3 Macro-Level Data

A crucial ingredient for estimating equation (1) is a good indicator of the stance of mon-

etary policy. Unfortunately, there is no consensus in the literature as to which variable

19Liquid assets are calculated as the sum of interest-bearing balances due from depository institutions,
average federal funds sold, securities purchased under agreement to resell, assets held in trading accounts
(net of revaluation gains), and the market value of securities less the value of pledged securities.
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is the best indicator. Over the years, a number of indicators have been proposed, such

as the federal funds rate, the portion of non-borrowed reserves growth that is orthog-

onal to total reserves growth (known as the Strongin measure), the paper-bill spread,

the Boschen-Mills index, and other short-term interest rates (e.g., three or six month

treasury bill rates, three or six month commercial paper rates, etc.).20

Among the various indicators, the federal funds rate is the one that is most widely used

in the empirical literature since it is found to perform well for most periods. As Bernanke

and Mihov (1998, pp. 899) point out, “For practitioners looking for a simple indicator

of policy stance, our results suggest that using the federal funds rate prior to 1979;

nonborrowed reserves from 1979 to 1982, and either the funds rate or Strongin’s measure

in the most recent period, will give reasonable results.” Since the sample is limited to the

1990s, the funds rate is used as the main indicator of the stance of monetary policy.21

However, as discussed in the sensitivity analysis, the results are robust to many other

indicators that are widely used in the literature, including the Strongin measure.

Indicators of the economic environment are used to control for the effect of the business

cycle on the probability of receiving a FA. Specifically, real Gross Domestic Product, and

national and state unemployment rates are taken respectively from the National Income

and Product Accounts and the Bureau of Labor Statistics. Finally, a set of regional

dummy variables, based on census regions, is included in the estimations to account for

systematic differences across regions.

20See Bernanke and Mihov (1998) for an extensive literature review on measuring monetary policy
and for further references.

21The Federal Reserve Board of Governors releases the funds rate at both daily and monthly frequen-
cies, among others. The monthly series consists of the average of the daily figures during each month.
Here, the monthly series is converted into a quarterly series using the observation for the last month of
each quarter. In this case, “spikes” in the funds rate (which happen occasionally for a day or two due to
temporary reserve conditions) are averaged out during the month.
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4 Estimation Results

Table 4 provides estimation results for five different specifications of equation (1). Col-

umn (1) reports a benchmark regression, which is similar to what can be found in the

literature.22 It includes bank-level indicators of financial performance, a bank size indi-

cator, dummy variables for the bank’s primary federal supervisor, as well as regional and

quarterly time dummies. Almost all estimated coefficients on indicators of bank health

and size are statistically significant and have the expected signs.

The estimated coefficients on the supervisory agency dummies are significant, sug-

gesting that there are systematic differences across supervisors (in toughness, standards,

or even in the quality of banks supervised) which are not fully captured by other right-

hand-side variables. Specifically, the estimated coefficient on the OCC dummy variable

is positive, suggesting that banks supervised by the OCC are more likely to receive a

FA than are banks supervised by the Fed, other things equal. In contrast, the negative

estimated coefficient for the FDIC dummy variable indicates that banks supervised by

the FDIC are less likely to receive a FA than are banks supervised by the Fed.

Regional and quarterly time dummies are used to capture the effects of the economic

environment on the probability of receiving a FA. However, these variables account not

only for the business cycle, but also for anything else that varies systematically across

geographical regions and time. Hence, when an indicator of monetary policy is introduced

in columns (2)-(5), the quarterly dummy variables are replaced by indicators of the

business cycle such as the growth rate of real GDP, the change in the rate of national

unemployment, and the difference between state and national rates of unemployment.

Specifically, in column (2) the federal funds rate is added in order to examine whether

the stance of monetary policy affects the probability of supervisory intervention in trou-

22In particular, Peek and Rosengren (1995 and 1997) examine the determinants of FAs using a similar
framework, but without considering any monetary policy aspect or differences across supervisors. The
estimation results, reported in column (1), are consistent with their findings.
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bled banks. The estimated coefficient on the federal funds rate is negative and insignifi-

cant. Hence, it seems that after controlling for the health of an institution, the business

cycle, the bank size, the type of FA, and the bank’s primary supervisor, the probability

of a FA does not depend on the stance of monetary policy.

However, when in column (3) the federal funds rate is interacted with supervisory

dummy variables to allow for differential effects across supervisors, an interesting result

emerges. Monetary policy affects the supervisory actions of the Fed, but does not affect

the actions of the other two agencies. In particular, the estimated coefficient on the

federal funds rate for the Fed is negative (−.0728) and significant at 1% confidence level.

In contrast, the estimated coefficients for the OCC and the FDIC are highly insignificant

and approximately equal to zero (−.0048 for the OCC and −.004 for the FDIC). Similar

results are obtained in column (4) when the growth rate of real GDP (one of the control

variables of the business cycle) is replaced by the annual change in the rate of national

unemployment.23 The same result is obtained in column (5) when the gap variables are

dropped and the model is estimated using many more observations.

The negative sign on the coefficient of the federal funds rate suggests that when

the Fed increases the funds rate, it becomes less strict in its bank supervisory role.

One possible explanation is that the Fed tends to be less strict on supervision in order

to compensate banks for the extra pressure it puts on them by increasing the funds

rate. An increase in the funds rate can be thought as an extra tax on banks for at

least two reasons. First, it increases the opportunity cost of holding non-interest-bearing

reserves. Second, it pushes banks towards more costly forms of finance. Specifically, a

contractionary monetary policy reduces the amount of reserves in the economy and thus

forces banks to rely more heavily on sources of finance that are not subject to reserve

requirements (e.g., equity). Given capital market imperfections, these alternative sources

23The growth rate of real GDP is never included in the same regression with the annual change in the
rate of national unemployment since the two variables are highly correlated.
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of finance are typically more expensive since they are not subject to deposit insurance.

Moreover, they are even more expensive for banks with serious financial problems that

just received a FA; as mentioned earlier, FAs are publicly available.

FAs can be viewed as some kind of a ultimatum to financially troubled institutions to

immediately deal with their problems. Forcing these banks to deal with their problems

means that they will either manage to correct them (and become healthy again) or that

they will be forced to close. In fact, almost all FAs require banks to increase their

provisions for bad loans and to raise their capital ratios within a limited period of time.

Clearly, this might be very costly for banks with serious financial problems, but it is even

more costly when monetary policy is contractionary, since banks must rely even more on

more expensive sources of finance (e.g., Kashyap and Stein, 2000; Stein, 1998).

Given this additional pressure, the Fed might be interested in compensating troubled

banks either because it is concerned about the adverse effects of bank failures on its

reputation (in conducting monetary policy) or because it is concerned about possible

knock-on effects. After all the Fed is responsible for maintaining the stability of the

financial system and it is responsible for the supervision of some of the biggest banks in

the United States. More generally, it seems that the Fed’s behavior as a bank supervisor

is altered by macroeconomic considerations related to its additional responsibilities, while

the behavior of the other two agencies that do not have these responsibilities is not.

Finally, it should be pointed out that the negative sign on the coefficient of the federal

funds rate also indicates the Fed is not using its bank supervisory role to reinforce the

objectives of monetary policy. If it were, the funds rate would enter with a positive sign

(i.e., the Fed would relax its supervision when monetary policy is expansionary).

Although the discussion so far has focused on the main question of interest— whether

the Fed’s responsibilities for monetary policy affect its behavior in bank supervision—

Table 4 contains other interesting findings. In all specifications, most of the indicators of
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bank health are statistically significant and enter with the expected sign (i.e., the better

the financial health of a bank, the lower the probability of intervention).

For example, the estimated coefficient on Tier 1 capital to average assets (T ier1/AvA)

is negative, indicating that the higher a bank’s capital ratio, the lower the probability of

a FA. Moreover, it seems that examiners base their evaluations not only on the capital

position of a bank at a certain point in time, but also on its recent trend. In fact, the

coefficient on the annual change of T ier1/AvA is negative, suggesting that the probability

of a FA decreases as the bank’s capital position improves. Instead, the coefficient on Tier

1 capital to risk-weighted assets (T ier1/RWA) is not statistically significant.

Ratios of portfolio concentrations in high-risk types of loans reflect potential exposure

to excessive risk. In fact, the ratios of real estate loans to total loans (REL/L) and

commercial and industrial loans to total loans (C&I/L) enter with a positive sign. The

estimated coefficient on other real estate owned to total loans (OREO/L) is positive,

since it captures past problems with credit-risk. Nonperforming loans to total loans

(NPL/L) provide some indication of current and future loan portfolio problems with

credit risk and therefore increase the probability of a FA. In general, the ratio of loan loss

reserves to total assets (LLR/A) could enter either with a negative or a positive sign. A

negative sign should be expected if LLR/A captures the degree to which an institution

takes precautions against future loan losses. However, a high LLR/A ratio could also

be an indicator of greater than normal problems with nonperforming loans and therefore

increase the probability of supervisory intervention. Here, LLR/A enters with a positive

sign, but it is not statistically significant. Instead, Peek and Rosengren (1995) found that

LLR/A have a statistically positive effect on the probability of a FA. The gap variables,

GAP1 and GAP2, enter with a positive sign, but are not statistically significant.24 This

24Similar results were obtained using alternative definitions of gap variables. For example, GAP1 and
GAP2 were constructed without taking the absolute values. In addition, in order to capture the effects
on the bank’s profits, the gap variables (without the absolute values) were multiplied by the change in the
interest rates as follows: GAP1/At · (FFundst+1−FFundst) and GAP2/At · (FFundst+4−FFundst).
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result is consistent with the findings of Peek and Rosengren (1997).

Earnings ratios, such as the return on average assets (R/AvA), indicate the ability of

an institution to supply additional capital and meet possible losses. Thus, the higher is

R/AvA, the lower the probability of receiving a FA. Instead, the higher the ratio of loan

loss provisions to average assets (LLP/AvA), the higher the probability of a FA since it

indicates lower bank profitability and credit risk problems.

The higher the liquidity of an institution the lower the probability of short-term

liquidity problems. Hence, the higher the ratio of liquid assets to total assets (LA/A),

the lower the probability of receiving a FA. However, unstable or highly liquid deposits,

such as brokered deposits (BKD/A), increase the probability of liquidity problems and

therefore increase the probability of supervisory intervention. This coefficient, however,

is statistically significant only for the specification where the gap variables are dropped

and the model is estimated using many more observations.

Bank size (logAssets) is highly significant and enters with a negative sign, which is

consistent with at least two interpretations. It is possible that supervisors intervene less

in bigger banks simply because big banks can absorb more risk (e.g., better access to

capital markets) or because big banks are better able to “capture” their supervisors.

Under off-balance sheet activities, the ratio of interest rate derivatives to total assets

(Derivatives/A) is statistically significant and enters with a positive sign, suggesting

that banks may be using derivatives for speculation or that they are not hedging their

risk perfectly. Finally, the ratio of non-interest income to total income (NII/TII), used

in order to capture the size of off-balance sheet activities, is highly significant only when

the gap variables are dropped.

The estimation results from these specifications are not reported, but are available upon request.
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4.1 Sensitivity Analysis

Although the results presented in Table 4 are consistent with the hypothesis that the

Fed’s monetary policy responsibilities alter its behavior as a bank supervisor, they are

also consistent with two alternative interpretations.

First, it is possible that the federal funds rate captures some differential response of

supervisors with respect to the business cycle. To investigate this possibility, traditional

indicators of the business cycle are interacted with the supervisory dummy variables. In

the first column of Table 5, the growth rate of real GDP is interacted with the FDIC, the

OCC, and the FED dummy variables. The results show that the growth rate of real GDP

matters for all three supervisors and not just for the FED. In addition, hypothesis tests

reject any differential effect across supervisors with respect to the business cycle (i.e.,

the estimated coefficients on the interacted terms are not statistically different from each

other). The same is true for the annual change of the national rate of unemployment in

column (2). Since none of the business cycle indicators exhibits the characteristics of the

estimated coefficients on the federal funds rate, it seems unlikely that the paper’s main

result is due to some differential response to the business cycle.

Second, it is also possible that the funds rate captures differences across the three

groups of banks in their exposure to interest-rate risk. In particular, it is possible that

banks under the Fed are adversely affected by changes in interest rates, while banks under

the OCC and the FDIC are not affected (or they even gain) from changes in interest rates.

For example, if a bank has more liabilities than assets maturing or repricing within a given

period, it would be adversely affected by an increase in interest rates. Instead, if a bank

has more assets than liabilities maturing or repricing within a given period, it would

actually gain from an increase in interest rates. To investigate this possibility, indicators

of exposure to interest-rate risk are interacted with the supervisory dummy variables. In

column (3) of Table 5, GAP1/A is interacted with the supervisory dummy variables. The
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results show that GAP1/A is not statistically significant for any of the three supervisors.

The same is true for GAP2/A in column (4). Instead, in column (5) the coefficient

on derivatives/A is statistically significant for all three supervisors (and not just for

the Fed), while hypothesis tests show that the coefficient for the OCC is statistically

different from the other two supervisors. However, since none of these indicators exhibits

the characteristics of the estimated coefficient on the funds rate, it seems unlikely that

the paper’s main result is simply due to different exposures to interest-rate risk.

More generally, constraining differences to show up in few coefficients could produce

misleading results (i.e., it could cause some coefficients to appear different, when the

differences are in fact due to other coefficients that are forced to be the same). To

investigate this possibility, a separate regression is estimated for each supervisor. The

results, reported in Table 6, show that even when all coefficients are allowed to differ the

indicator of monetary policy is still significant only for the Fed.25

Finally, it should be pointed out that the results presented so far are robust to many

other indicators of monetary policy that are widely used in the literature. In particu-

lar, the following alternative indicators were tried: the paper-bill spread, the Strongin

measure, the Boschen-Mills index, and other short-term interest rates (e.g., the three or

six month treasury bill rates and the three or six month commercial paper rates). The

results go through for all indicators, except for the Boschen-Mills.26 However, this is

not surprising since during the sample period the correlations between this index and all

other indicators of monetary policy are quite low (from 0.24 to 0.42). This, however, is

specific to the post-1990s period. Prior to the 1990s these correlations are much higher

(from 0.5 to 0.74, depending on the sub-period). Most studies that use these alternative

indicators of monetary policy find that they yield similar results (e.g., Bernanke and

25Similar results are obtained when the gap variables are interacted with the change in the funds rate
(e.g., GAP1/At ∗ (FFundst+1 − FFundst)). Due to space constraints these results are not reported,
but are available upon request.

26Due to space constraints the results are not presented in the paper but available upon request.
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Mihov, 1998; Campello, 2002; Kashyap and Stein, 2000). However, these studies use a

sample that starts much earlier (in the 1960s, 1970s, or in some cases in the 1980s), when

the correlations between the Boschen-Mills and the other indicators are much higher.

All evidence suggests that the central bank’s monetary policy responsibilities do alter

its role in bank supervision, at least for the United States during the sample period.

Note that this interpretation assumes that the causation runs from monetary policy to

supervision and not vice versa. In other words, the independent variable that captures

the stance of monetary policy (i.e., the federal funds rate), is indeed exogenous to the

dependent variable (i.e., the probability of a FA in bank i at time t). Since the analysis

uses a micro dataset, it is not unreasonable to argue that intervention in a single bank

could not be causing changes to a national variable such as the funds rate. Moreover, if

the reverse causation was true, the federal funds rate would have been significant for all

banks and not just for those supervised by the Fed (i.e., it would have been the health

of all banks in the economy affecting the Fed’s choice of interest rate).

4.2 Economic Significance and Goodness of Fit

Table 7 reports the marginal effect of each regressor in order to evaluate the economic

significance of the paper’s main result.27 The first two columns report the percentage

change in the probability of a FA because of a 100-basis points increase in each one of the

regressors, keeping all other variables at their mean values. For robustness, columns (1)

and (2) report two alternative specifications: one where the gap variables are included

and one when they are not. It turns out that the results are qualitatively the same.

In general, bank capital, nonperforming loans, loan loss provisions, bank size, and

business cycle indicators are among the most important determinants of the probability

27The marginal effects reported in Table 7 are based on the more general specifications of Table 4
column (3) and column (5). However, similar results can be obtained using any of the other specifications.
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of a FA. However, when the bank’s primary supervisor is the Fed, the stance of monetary

policy is also an important determinant. In particular, when the federal funds rate

increases from its sample mean of 5.56% to 6.56%, the probability of the Fed issuing a

FA against a troubled institution decreases by approximately 22%.

The last two columns of Table 7 report the percentage change in the probability

of a FA when one of the regressors changes by 1-standard deviation from its sample

mean. Using 1-standard deviation instead of a 1-percentage change allows a comparison

of marginal effects that takes into account the likelihood of observing a certain change

in each one of the regressors (i.e., a given change might be too little for one variable

and too much for another). Most results are qualitatively the same. In particular, the

most important determinants of the probability of a FA are the same, but their marginal

effects are higher because there is a lot of bank heterogeneity in the sample. It should be

noted, however, that the marginal effects of REL/L, C&I/L, OREO/L, and LA/A are

much higher than before. Finally, after taking into account how much the federal funds

rate varied during the sample period, the marginal effect of the coefficient of interest

increases considerably from 22% to approximately 33%; the standard deviation of the

federal funds rate during the sample period is 1.85.28

The bottom portion of Table 7 contains information regarding the model’s goodness of

fit. The model does a pretty good job in distinguishing FA quarters and non-FA quarters.

Based on a threshold value equal to the proportion of observations equal to 1, the model

predicts a FA when there was no FA for only 16% of the observations, while it predicts

no FA when there was a FA for only 12% of the observations.29

28The corresponding marginal effects from a logit model are 17% and 26%, respectively.
29Measuring goodness of fit is problematic for probit models. A measure that is widely used in the

literature is the percentage of outcome that is correctly predicted, based on a 50 percent threshold (i.e.,
predicted = 1, if probability > 50 percent; predicted = 0, if probability < 50 percent). However, if the
percentage of observations that is equal to 1 is substantially less than 50 percent, as it is in this case, a
50 percent threshold can be particularly inappropriate. Cramer (1999) shows that a more appropriate
threshold is the actual proportion of observations in that sample that equals 1.
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5 Conclusions

This paper examines whether and how monetary policy responsibilities affect the central

bank’s role as a bank supervisor. The methodology and the data employed improve upon

previous studies in at least two ways. First, the paper escapes the usual criticisms of

cross-sectional studies by limiting the analysis within a single country. The U.S. bank

regulatory and supervisory system is ideal for such a study because of its segmented

structure. Second, the construction and use of a unique dataset on formal regulatory

actions allows a direct test of the behavior of bank supervisors.

The estimation results indicate that the Fed’s monetary policy responsibilities do alter

its bank supervisory role, at least for the United States during the sample period and

for the particular aspect of bank supervision examined here. In particular, the stance

of monetary policy affects the supervisory behavior of the Fed, but does not affect the

behavior of the other two agencies. Since indicators of monetary policy matter only

for the Fed, it is highly unlikely that they simply capture the effect of the business

cycle. However, this possibility is formally tested in the sensitivity analysis by examining

whether any of the “traditional” indicators of the business cycle affect bank supervision

in the same way. It turns out that indicators of the business cycle, such as the growth

rate of real GDP and the change in the national unemployment rate, matter for all three

supervisors and not just for the Fed. Similar tests show that the results are not due to

differences across the three groups of banks in their exposure to interest-rate risk.

The estimation results indicate that when the Fed tightens monetary policy, it be-

comes less strict in bank supervision. One explanation is that the Fed compensates banks

for the extra pressure it puts on them, either because it views them as its constituency

or because it is concerned about the micro-stability of the financial sector. In addition,

the sign on the estimated coefficient of monetary policy also indicates that the Fed is not
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using its role in bank supervision to reinforce the objectives of monetary policy (i.e., it

does not try to get a “big bang for the buck”).

Although, the analysis and discussion so far focuses exclusively on whether and how

monetary policy alters the Fed’s behavior in bank supervision, it is worth noting that this

study is related to a much broader issue. In particular, over the years, major conflicts

and disagreements emerged among the three agencies (e.g., Robertson 1966; FDIC, 1997).

The reason for differences might be related to distinct incentives inherent in the structure

and additional responsibilities of each agency. The OCC, the FDIC, and the Fed can be

thought of as three economic agents maximizing different objective functions. While they

are each responsible for promoting “safe and sound” banking practices, each agency has

additional responsibilities that might affect its regulatory and supervisory role. This is

not to say that these are necessarily “bad” objectives. As mentioned earlier, a problem

would arise only if their institutional priorities differ from those of the society at large.

However, more research is necessary before we are in a position to know whether the

current structure creates suboptimal objectives for each one of these agencies.
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Data Appendix

The sample used for estimation is drawn from the set of all insured commercial and

savings banks in the United States whose Call Reports show that they have positive total

assets. However, consistent time-series variables are obtained after a series of adjustments

that involve dealing with mergers, de novos, “shell” banks, and especially changes of

definitions over time and/or across supervisors.

In order to avoid discontinuities in the surviving bank’s indicators of financial perfor-

mance, when two or more banks merge all banks involved in a merger are eliminated for

the quarter that the merger occurs.30 Specifically, a dataset available from the Federal

Reserve Bank of Chicago is used in order to identify all mergers and acquisitions that

took place during the study’s sample period. This dataset contains identification numbers

for the surviving and nonsurviving entities, as well as the date when the merger became

legally effective. However, this date may not fall within the quarter that the merging

entities join their accounts (i.e., when banks start to report jointly).

The information contained in this dataset is combined with the Call Report Data

to calculate the growth rate of the surviving bank’s transactions deposits. Since this

type of liability does not usually vary significantly from quarter to quarter, its growth

rate is used to identify any unusual jump in the data. In particular, the growth rate of

the transactions deposits is calculated for six quarters before and six quarters after the

effective date of the merger. Moreover, the ratio of the surviving bank’s transactions

deposits over the nonsurviving bank’s transactions deposits is calculated in order to have

an indicator of the expected size of the jump. This ratio is dated at the nonsurviving

bank’s last reporting quarter. However, there are cases where the jump in the data is so

small that it is not clear when the merger actually occurred. Since the objective of the

exercise is to eliminate outliers, these cases are not really a problem.

30The surviving bank’s balance sheet is the sum of its own balance sheet and of all the other banks
involved in the merger.
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The first two years of de novo bank observations are also omitted, since their char-

acteristics are not typical of a fully operational bank. Like all new ventures, true de

novos start out with unusually high levels of capital (financed mainly through equity),

low levels of core deposits, and an unseasoned and usually rapidly growing loan portfolio.

The procedure employed to identify banks that are truly de novo can be described in

two steps. In the first step, a set of possible de novo banks is created. This set includes

any entity which reports data at time t, but does not report at time t − 1. However,

this set includes banks which are not necessarily de novo (i.e., new entities formed from

pre-existing banks). Thus, in step two, banks that do not exhibit the characteristics of de

novo banks are eliminated from the set of possible de novo banks (e.g., banks with posi-

tive nonperforming loans at their first reporting quarter or banks with positive dividends

at some point during their first reporting year).

“Shell” banks are also dropped. “Shell” banks are banks which exist as a legal entity

(and therefore are required to file call reports) but are not operational in the usual

sense. These are usually banks with zero loans or with a small amount of loans that

does not change significantly from quarter to quarter. More generally, banks with total

loans less than 5% of their total assets are also eliminated in order to ensure a relatively

homogeneous set of banks.

However, the most challenging part of the general effort to yield sensible time-series

data is dealing with changes in definitions of variables over time. To cope with this

problem, “Dictionary files” available from the Federal Reserve Bank of Chicago (at

http://www.chicagofed.org/economicresearchanddata/data/bhcdatabase/dictionary.cfm)

are used. These files provide detailed definitions for all variables contained in the Call

Report Data, as well as information regarding changes in these definitions. Among all

indicators of financial performance, the most complicated variable to construct is bank

capital. However, it is also a key variable for regulatory intervention. Hence, all capital
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ratios used are constructed as to exactly equal the measure generated by each of the

three supervisors at each point in time, due to the generous help of Peggy Gilligan at the

Federal Reserve Bank of Boston.
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Table 1: Formal Actions Imposed During the Period 1990-1998*

Number of Formal Actions

1990 1991 1992 1993 1994 1995 1996 1997 1998 Total

264 352 198 58 44 14 18 30 35 1013

The Percentage of Banks under Supervisor i that are under a Formal Action at time t

1990 1991 1992 1993 1994 1995 1996 1997 1998

OCC 3.82 4.82 3.27 .95 .55 .32 .33 .74 .91

FED .85 3.02 1.84 .57 .89 .84 .31 .94 .42

FDIC 1.51 2.17 1.10 .35 .30 .09 .10 .15 .16

* Includes cease and desist orders and written agreements.
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Table 2: Definitions and Notation

Category Definition Notation

Capital Adequacy Tier 1 Capital to Average Assets Tier1/AvA

Tier 1 Capital to Risk-Weighted Average Assets Tier1/RWA

Total Capital to Risk-Weighted Assets TC/RWA

Asset Quality Real Estate Loans to Total Loans REL/L

Commercial & Industrial Loans to Total Loans C&I/L

Other Real Estate Owned to Total Loans OREO/L

Nonperforming Loans to Total Loans NPL/L

Loan Loss Reserves to Total Assets LLR/A

Gap for up to 3 months to Total Assets GAP1/A

Gap for 3 months to 1 year to Total Assets GAP2/A

Earnings Ratios Return on Average Assets R/AvA

Loan Loss Provisions to Average Assets LLP/AvA

Asset Liquidity Liquid Assets to Total Assets LA/A

Brokered Deposits to Total Assets BKD/A

Off-Balance Sheet Interest-Rate Derivatives to Total Assets Derivatives/A

Non-Interest Income to Total Interest Income NII/TII

Bank Size Log of Total Assets LogAssets

Supervisor Specific Dummy variable for banks supervised by the OCC OCC

Dummy variable for banks supervised by the FDIC FDIC

Dummy variable for banks supervised by the Fed FED

Monetary Policy Federal Funds Rate FFunds

Macro Indicators Annual Growth Rate of Real GDP G(RGDP)t,t−4

State Unempl. Rate - National Unempl. Rate Sune-Nune

Change of the National Rate of Unemployment ∆Nunet,t−4
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Table 3: Average Risk-Profile of Three Groups of Banks During 1990-98

No FA Start FA End FA

Capital Adequacy Tier1/AvA 9.65
(3.48)

6.65
(3.03)

8.73
(9.06)

Tier1/RWA 15.82
(9.76)

10.26
(6.20)

13.79
(9.82)

TC/RWA 18.47
(12.48)

12.98
(7.77)

15.45
(10.02)

Asset Quality REL/L 3.25
(5.25)

6.11
(8.07)

3.56
(4.91)

C&I/L 16.55
(11.64)

22.22
(14.87)

18.70
(12.95)

OREO/L 0.66
(2.13)

3.11
(4.10)

2.00
(2.71)

NPL/L 1.41
(1.89)

4.94
(3.97)

2.63
(2.62)

LLR/A 0.89
(0.52)

1.68
(1.06)

1.44
(0.85)

GAP1/A 19.78
(12.05)

26.12
(14.75)

23.50
(13.17)

GAP2/A 15.21
(10.29)

11.13
(10.09)

13.95
(10.53)

Earnings Ratios R/AvA 1.09
(1.33)

−2.18
(4.76)

0.95
(1.88)

LLP/AvA 0.29
(0.90)

3.00
(4.55)

0.17
(1.30)

Asset Liquidity LA/A 28.47
(15.16)

20.85
(12.44)

27.94
(13.46)

BKD/A 0.32
(2.16)

1.15
(3.80)

0.33
(13.45)

Off-Balance Sheet Derivatives/A 1.35
(26.14)

3.23
(63.01)

3.46
(43.26)

NII/TII 3.83
(41.89)

5.35
(7.33)

6.09
(9.07)

Bank Size LogAssets 11.12
(1.25)

11.21
(1.32)

11.07
(1.38)

Notes: No FA: banks not under a FA; Start FA: banks at the time of the exam that resulted in FA;

End FA: banks at the end of the termination of the FA. Standard deviations in parenthesis.
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Table 4: The Effect of Monetary Policy on the Probability of Getting a FA

Regressors (1) (2) (3) (4) (5)

Capital Adequacy Tier1/AvA
−.0727∗∗∗

(.011)
−.0824∗∗∗

(.0099)
−.0820∗∗∗

(.0099)
−.0776∗∗∗

(.0103)
−.1011∗∗∗

(.0084)

∆(Tier1/AvA)t,t−4
−.0124∗∗∗

(.005)
−.0119∗∗

(.0051)
−.0119∗∗

(.0051)
−.0122∗∗

(.0049)
−.0113∗∗∗

(.0021)

Tier1/RWA
.0001
(.0034)

−.0031
(.0023)

.0031
(.0023)

.0020
(.0028)

.0035
(.0022)

Asset Quality REL/L
.0081∗∗∗

(.0020)
.0095∗∗∗

(.0020)
.0096∗∗∗

(.0020)
.0094∗∗∗

(.0020)
.0086∗∗∗

(.0019)

C&I/L
.0037∗∗∗

(.0012)
.0042∗∗∗

(.0012)
.0042∗∗∗

(.0012)
.0039∗∗∗

(.0012)
.0046∗∗∗

(.0010)

OREO/L
.0273∗∗∗

(.0034)
.0280∗∗∗

(.0034)
.0279∗∗∗

(.0034)
.0268∗∗∗

(.0034)
.0145∗∗∗

(.0038)

NPL/L
.0662∗∗∗

(.0054)
.0669∗∗∗

(.0054)
.0669∗∗∗

(.0054)
.0663∗∗∗

(.0054)
.0599∗∗∗

(.0048)

LLR/A
.0085
(.0230)

.0076
(.0233)

.0070
(.232)

.0079
(.0231)

.0235
(.0204)

GAP1/A
.0008
(.0014)

.0005
(.0014)

.0006
(.0014)

.0007
(.0014)

GAP2/A
−.0010
(.0017)

−.0016
(.0017)

−.0016
(.0017)

−.0015
(.0017)

Earning Ratios R/AvA
−.0287∗∗∗

(.0102)
−.0276∗∗

(.011)
−.0278∗∗

(.0109)
−.0288∗∗∗

(.0105)
−.0224∗∗

(.0094)

LLP/AvA
.0562∗∗∗

(.0146)
.0560∗∗∗

(.0155)
.0559∗∗∗

(.0155)
.0547∗∗∗

(.0151)
.0564∗∗∗

(.0126)

Liquidity LA/A
−.0086∗∗∗

(.0014)
−.0089∗∗∗

(.0014)
−.0089∗∗∗

(.0014)
−.0089∗∗∗

(.0014)
−.0089∗∗∗

(.0012)

BKD/A
.0030
(.0051)

.0038
(.0049)

.0038
(.0049)

.0039
(.0050)

.0081∗∗∗

(.0030)

Off-Balance Sheet Derivatives/A
.0010∗∗∗

(.0004)
.0010∗∗∗

(.0003)
.0009∗∗

(.0003)
.0009∗∗∗

(.0003)
.0008∗∗∗

(.0003)

NII/TII
.0026∗

(.0014)
.0016
(.0017)

.0015
(.0015)

.0021
(.0015)

.0001∗∗∗

(.00002)

Bank Size LogAssets
−.113∗∗∗

(.0132)
−.1164∗∗∗

(.0133)
−.1163∗∗∗

(.0133)
−.1155∗∗∗

(.0133)
−.1216∗∗∗

(.0117)

Supervisor Specific OCC
.2337∗∗∗

(.0557)
.2417∗∗∗

(.0556)
−.1302
(.1542)

−.1406
(.1545)

−.1647
(.1539)

FDIC
−.1822∗∗∗

(.0572)
−.1734∗∗∗

(.0571)
−.5495∗∗∗

(.1582)
−.5511∗∗∗

(.1588)
−.5638∗∗∗

(.1563)

Monetary Policy (FFunds)t−1
−.0098
(.0092)

FED×(FFunds)t−1
−.0728∗∗∗

(.0252)
−.0709∗∗∗

(.0251)
−.0757∗∗∗

(.0253)

FDIC×(FFunds)t−1
−.0040
(.0134)

−.0026
(.0134)

−.0064
(.0130)

OCC×(FFunds)t−1
−.0048
(.0119)

−.0023
(.0120)

−.0059
(.0119)

Macro Indicators G(RGDP)t−1,t−4
−.0910∗∗∗

(.0084)
−.0920∗∗∗

(.0084)
−.0992∗∗∗

(.0074)

(Sune -Nune)t−1
.0549∗∗∗

(.0126)
.0549∗∗∗

(.0126)
.0590∗∗∗

(.0127)
.0606∗∗∗

(.0118)

∆Nunet−1,t−4
.3058∗∗∗

(.0248)

Observations 244,559 244,559 244,559 244,559 360,725

Pseudo R2 .2822 0.2742 0.2748 0.2782 0.2786

Notes: ***, **, and * denote significance at the 1%, 5%, and 10% levels, respectively. Robust standard errors in
parenthesis. Regional dummies are included in all specifications. Quarterly dummies are included only in column (1).
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Table 5: Business Cycle and Interest-Rate Risk

Regressors (1) (2) (3) (4) (5)

Capital Adequacy Tier1/AvA
−.0825∗∗∗

(.0099)
−.0782∗∗∗

(.0102)
−.0822∗∗∗

(.0099)
−.0823∗∗∗

(.0099)
−.0824∗∗∗

(.0099)

∆(Tier1/AvA)t,t−4
−.0119∗∗

(.0051)
−.0123∗∗

(.0048)
−.0120∗∗

(.0051)
−.0119∗∗

(.0051)
−.0121∗∗

(.0051)

Tier1/RWA
.0034
(.0023)

.0021
(.0028)

.0030
(.0023)

.0031
(.0024)

.0032
(.0023)

Asset Quality REL/L
.0096∗∗∗

(.0020)
.0094∗∗∗

(.0020)
.0093∗∗∗

(.0020)
.0095∗∗∗

(.0020)
.0092∗∗∗

(.0020)

C&I/L
.0042∗∗∗

(.0012)
.0040∗∗∗

(.0012)
.0041∗∗∗

(.0012)
.0042∗∗∗

(.0012)
.0042∗∗∗

(.0012)

OREO/L
.0279∗∗∗

(.0034)
.0268∗∗∗

(.0034)
.0281∗∗∗

(.0034)
.0281∗∗∗

(.0034)
.0279∗∗∗

(.0034)

NPL/L
.0670∗∗∗

(.0054)
.0664∗∗∗

(.0053)
.0667∗∗∗

(.0054)
.0667∗∗∗

(.0054)
.0668∗∗∗

(.0054)

LLR/A
.0067
(.0233)

.0069
(.0232)

.0076
(.0234)

.0079
(.0235)

.0100
(.0235)

GAP1/A
.0006
(.0014)

.0007
(.0014)

.0005
(.0014)

.0005
(.0014)

GAP2/A
−.0016
(.0017)

−.0014
(.0017)

−.0015
(.0017)

−.0016
(.0017)

Earning Ratios R/AvA
−.0277∗∗

(.0109)
−.0289∗∗∗

(.0105)
−.0273∗∗

(.0109)
−.0274∗∗

(.0110)
−.0273∗∗

(.0111)

LLP/AvA
.0559∗∗∗

(.0155)
.0546∗∗∗

(.0152)
.0565∗∗∗

(.0155)
.0559∗∗∗

(.0155)
.0561∗∗∗

(.0156)

Liquidity LA/A
−.0089∗∗∗

(.0014)
−.0089∗∗∗

(.0014)
−.0089∗∗∗

(.0014)
−.0089∗∗∗

(.0014)
−.0090∗∗∗

(.0014)

BKD/A
.0038
(.0049)

.0040
(.0050)

.0036
(.0050)

.0039
(.0049)

.0047
(.0050)

Off-Balance Sheet Derivatives/A
.0009∗∗

(.0004)
.0009∗∗∗

(.0003)
0009∗∗∗

(.0004)
0009∗∗∗

(.0004)

NII/TII
.0015
(.0017)

.0020
(.0016)

0017
(.0017)

.0016
(.0017)

0018
(.0016)

Bank Size LogAssets
−.1162∗∗∗

(.0133)
−.1152∗∗∗

(.0133)
−.1160∗∗∗

(.0134)
−.1172∗∗∗

(.0134)
−.1071∗∗∗

(.0134)

Supervisor Specific OCC
.2694∗∗∗

(.0757)
.1834∗∗∗

(.0669)
.3852∗∗∗

(.1259)
.2909∗∗∗

(.0818)
.2504∗∗∗

(.0560)

FDIC
−.1685∗∗

(.0783)
−.1868∗∗∗

(.0682)
−.1198∗∗∗

(.1286)
−.0998
(.0829)

−.1705∗∗∗

(.0574)

FED×G(RGDP)t−1
−.0806∗∗∗

(.0310)

FDIC×G(RGDP)t−1
−.0833∗∗∗

(.0129)

OCC×G(RGDP)t−1
−.0990∗∗∗

(.0110)

FED×∆Nunet−1,t−4
.2287∗∗

(.0927)

FDIC×∆Nunet−1,t−4
.2578∗∗∗

(.0384)

OCC×∆Nunet−1,t−4
.2561∗∗∗

(.0381)

FED×GAP1/A
.0042
(.0039)

FDIC×GAP1/A
.0022
(.0018)

OCC×GAP1/A
−.0015
(.0018)

Continued in the next page
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Table 5: Business Cycle and Interest-Rate Risk (Continued from previous page)

Regressors (1) (2) (3) (4) (5)

FED×GAP2/A
.0036
(.0099)

FDIC×GAP2/A
−.0032
(.0022)

OCC×GAP2/A
−.0012
(.0021)

FED×Derivatives/A
.0095∗∗∗

(.0003)

FDIC×Derivatives/A
.0013∗

(.0008)

OCC×Derivatives/A
−.0057∗

(.0031)

Monetary Policy FFundst−1
−.0098
(.0092)

−.0078
(.0093)

−.0095
(.0092)

−.0096
(.0093)

−.0099
(.0092)

Business Cycle G(RGDP)t−1
−.0909∗∗∗

(.0084)
−.0911∗∗∗

(.0084)
−.0914∗∗∗

(.0084)

(Sune -Nune)t−1
.0553∗∗∗

(.0127)
.0560∗∗∗

(.0127)
.0545∗∗∗

(.0126)
.0548∗∗∗

(.0126)
.0542∗∗∗

(.0126)

Observations 244,559 244,559 244,559 244,559 244,559

Pseudo R2 .2743 .2781 .2746 .2744 .2749

Notes: ***, **, and * denote significance at the 1%, 5%, and 10% levels, respectively. Robust standard errors in
parenthesis. Regional dummies are included in all specifications.
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Table 6: Differential Effect of the Business Cycle Across Supervisors

Regressors FED FDIC OCC

Capital Adequacy Tier1/AvA
−.0924∗∗∗

(.0303)
−.0947∗∗∗

(.0201)
−.0741∗∗∗

(.0121)

∆(Tier1/AvA)t,t−4
−.0356∗∗∗

(.0130)
−.0237∗∗∗

(.0057)
−.0085∗∗

(.0045)

Tier1/RWA
−.0011∗

(.0006)
−.0087
(.0056)

−.0079∗∗∗

(.0018)

Asset Quality REL/L
.0102∗

(.0061)
.0053∗

(.0028)
.0085∗∗∗

(.0032)

C&I/L
.0015
(.0034)

.0024
(.0020)

.0061∗∗∗

(.0017)

OREO/L
.0186∗

(.0109)
.0328∗∗∗

(.0046)
.0333∗∗∗

(.0070)

NPL/L
.1165∗∗∗

(.0182)
.0602∗∗∗

(.0089)
.0645∗∗∗

(.0074)

LLR/A
−.0698
(.0865)

.0577
(.0366)

.0007
(.0367)

GAP1/A
.0083∗

(.0045)
.0010
(.0021)

−.0013
(.0021)

GAP2/A
.0042
(.0059)

−.0003
(.0026)

−.0014
(.0024)

Earning Ratios R/AvA
.0589∗

(.0390)
−.0223
(.0158)

−.0322∗∗∗

(.0111)

LLP/AvA
.1105∗∗∗

(.0403)
.0437∗∗

(.0216)
.0866∗∗∗

(.0185)

Liquidity LA/A
−.0119∗∗

(.0060)
−.0083∗∗∗

(.0023)
−.0082∗∗∗

(.0018)

BKD/A
.0203
(.0179)

−.0005
(.0089)

.0073
(.0062)

Off-Balance Sheet Derivatives/A
.0014∗∗∗

(.0042)
.0016∗∗

(.0008)
−.0057∗

(.0033)

NII/TII
−.0069
(.0100)

.0009
(.0027)

.0027
(.0028)

Bank Size LogAssets
−.0865∗∗∗

(.0298)
−.1302∗∗∗

(.0229)
−.1050∗∗∗

(.0196)

Monetary Policy (FFunds)t−1
−.0806∗∗∗

(.0284)
.0156
(.0153)

−.0111
(.0128)

Business Cycle (GRGDP)t−1
−.0986∗∗∗

(.0295)
−.0742∗∗∗

(.0138)
−.1009∗∗∗

(.0112)

(Sune -Nune)t−1
.0601∗∗∗

(.0415)
.0827∗∗∗

(.0200)
.0123
(.0186)

Observations 20,670 150,006 73,883

Pseudo R2 0.2708 0.3265 0.2698

Notes: ***, **, and * denote significance at the 1%, 5%, and 10% levels respectively. Robust
standard errors in parenthesis. Regional dummies are included in all specifications.
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Table 7: Economic Significance and Goodness of Fit

1% Change 1 St. Dev.

(1) (2) (3) (4)

Capital Adequacy Tier1/AvA −24.74∗∗∗ −30.27∗∗∗ −60.27∗∗∗ −70.52∗∗∗

∆(Tier1/AvA)t,t−4 −4.02∗∗ −3.92∗∗∗ −6.86∗∗ −7.37∗∗∗

Tier1/RWA 1.07 1.23 5.51 16.25

Asset Quality REL/L 3.34∗∗∗ 3.05∗∗∗ 17.98∗∗∗ 16.76∗∗∗

C&I/L 1.44∗∗∗ 1.63∗∗∗ 17.81∗∗∗ 20.32∗∗∗

OREO/L 10.00∗∗∗ 5.21∗∗∗ 19.87∗∗∗ 9.71∗∗∗

NPL/L 25.52∗∗∗ 23.27∗∗∗ 53.77∗∗∗ 47.09∗∗∗

LLR/A 2.43 8.59 1.27 4.32

GAP1/A 0.19 2.35

GAP2/A −0.55 −5.74

Earning Ratios R/AvA −9.13∗∗∗ −7.61∗∗ −11.40∗∗∗ −9.36∗∗

LLP/AvA 29.97∗∗∗ 21.79∗∗∗ 19.32∗∗∗ 19.21∗∗∗

Liquidity LA/A −3.02∗∗∗ −3.08∗∗∗ −38.06∗∗∗ −38.23∗∗∗

BKD/A 1.311 2.89∗∗∗ 2.37 6.15∗∗∗

Off-Balance Sheet Derivatives/A 0.30∗∗ 0.28∗∗∗ 7.15∗∗ 7.12∗∗∗

NII/TII 0.53 0.04∗∗∗ 3.27 1.74∗∗∗

Bank Size LogAssets −33.31∗∗∗ −35.28∗∗∗ −38.68∗∗∗ −41.64∗∗∗

Supervisor Specific OCC −26.21 −24.31 −26.21 −24.31

FDIC −34.32∗∗ −35.73∗∗ −34.32∗∗ −35.73∗∗∗

FED×(FFunds)t−1 −22.29∗∗∗ −23.59∗∗∗ −32.43∗∗∗ −34.43∗∗∗

FDIC×(FFunds)t−1 −1.63 −2.23 −4.27 −6.22

OCC×(FFunds)t−1 −1.37 −2.05 −3.98 −5.18

Business Cycle G(RGDP)t−1,t−4 −27.34∗∗∗ −29.81∗∗∗ −39.05∗∗∗ 41.90∗∗∗

(Sune -Nune)t−1 20.56∗∗∗ 23.55∗∗∗ 29.47∗∗∗ 31.07∗∗∗

Observations = 1 1013 1013
Proportion of Observations =1 .0041 .0028

Predicted=1, actual=1 87.86% 88.56%
Predicted=1, actual=0 16.15% 15.99%
Predicted=0, actual=0 83.85% 84.01%
Predicted=0, actual=1 12.14% 11.44%

Notes: ***, **, and * denote significance at the 1%, 5%, and 10% levels respectively. Regional dummy variables

are included in all specifications. For the dummy variables OCC and FDIC, the coefficient represents the change

in the probability for one unit change (i.e., from 0 to 1).
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