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Abstract

In the first chapter, I examine the effects of emotional shocks on subjective well-being
and the role social context plays in how shocks are experienced. Using data from
the Behavioral Risk Factor Surveillance System (BRFSS), the study uses an ordered
logit model to estimate the effects of the local college football team’s wins and losses
on the life satisfaction of local citizens. The analysis suggests that unexpected wins
have positive effects on life satisfaction. The results are driven entirely by games
played at the home stadium, indicating that the impacts of emotional shocks are
larger if the experience is shared with other fans. Moreover, the effects increase
with the size of the stadium relative to the local population, suggesting that social
context is likely to be the underlying factor. Surprisingly, no effects are found for
cases of unexpected losses.

The second chapter examines the relationship between the number of on-field
officials and committed fouls, a phenomenon connected to the economics of crime.
Economists have found mixed evidence on what happens when the number of police
increases. On one hand, more law enforcers means a higher probability of detecting
a crime, which is known as the monitoring effect. On the other hand, criminals
incorporate the increase into their decision-making process and thus may commit
fewer crimes, constituting the deterrence effect. This study analyzes the effects of an

increase in the number of on-field college football officials, taking players as potential



criminals and officials as law enforcers. Analyzing a novel play-by-play dataset from
two seasons of college football, we report evidence of the monitoring effect being
present in the overall dataset. This effect is mainly driven by offensive penalties
that are called in the area of jurisdiction of the added official. Decomposition of the
effect indicates the presence of the deterrence effect in cases of penalties with severe
punishment or those committed by teams with moderate to high ability, suggesting
that teams are able to strategically adapt their behavior following the addition of
an official.

In the third chapter, we analyze the role of stake size in the sports betting market.
Our main research question is whether the size of the stake predicts the betting out-
comes, i.e. whether bettors can consistently select relatively more profitable events
at the most important times. The study utilizes a unique sports betting dataset
that includes over 28 million bets by registered customers. We find that bettors are
successfully able to vary the stakes in order to increase the probability of their bets
winning, but not so much as to increase the net revenue of their bets. The results
further suggest that only the most skilled bettors are successfully able to vary the
stake size to increase the net revenue. The results are valid regardless of whether
bettor fixed effects are included in the analysis, indicating that the relationship

between the stake and betting outcomes is driven by variation in individual bets.
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Abstrakt

Prvni kapitola zkouma roli emocionalnich Sokt na subjektivni ohodnoceni blahobytu
obcant a to, jakou roli v prozivani téchto Soku hraje spolecensky kontext. Studie
vyuziva data z dotaznikového Setfeni Behavioral Risk Factor Surveillance System
(BRFSS) a pomoci poradkového logitu odhaduje efekty vysledki lokalniho fotbalo-
vého tymu na spokojenost se zivotem mistnich obyvatel. Vysledky ukazuji, Ze neo-
¢ekavané vyhry maji na spokojenost se zivotem pozitivni efekt. Vysledky jsou plné
hnény zépasy hranymi na doméacim stadionu, coz ukazuje, ze efekty emocionalnich
Sok jsou silnéjsi, pokud jsou prozivany spolecné s ostatnimi fanousky. Toto zjisténi
je podporeno tim, Ze je efekt rostouci v relativni velikosti stadionu oproti poctu
mistnich obyvatel. Pfekvapivym vysledkem je zjisténi, Ze neexistuje zadny efekt ne-
ocekavanych proher.

Ve druhé kapitole zkouméme vztah mezi poc¢tem rozhod¢ich a fauld, coz je vztah
dotykajici se ekonomie kriminality. Ekonomové doposud nasli nejednoznacné vy-
sledky pii zkoumani vlivu poc¢tu policisti na spachané prestupky. Na jednu stranu
zvySena koncentrace policistl zvysSuje pravdépodobnost odhaleni poruseni zakona,
coz je oznacCovano jako monitorovaci efekt. Na druhou stranu potencialni zlo¢inci
tento narist zohledni do svého rozhodovani a miizou tak ve vysledku pachat méné
prestupkii, coz je nazyvano jako odrazujici efekt. Tato studie analyzuje efekty navy-

Seni po¢tu rozhod¢ich na hfisti v zapasech amerického fotbalu, pficemz rozhod¢ci jsou

vil



pro jeji ucely brani jako policisté a hraci jako potencialni zlocinci. Studie analyzuje
nové zkonstruovany datovy soubor pokryvajici dvé sezony univerzitniho fotbalu a
na celém vzorku nachéazi pritomnost monitorovaciho efektu. Vysledky jsou hnany
zejména fauly v oblasti, ktera je sledovana nové pridanym rozhodéim. Dekompozice
efektti poukazuje také na pritomnost odrazujiciho efektu, a to v piipadé zavaznych
faulu a v pripadé faula spachanych relativné vykonnostné silnymi tymy. Tyto vy-
sledky naznacuji, Ze jsou tymy po pfidani rozhodciho schopny strategicky meénit své
chovéni.

Ve treti kapitole analyzujeme vliv velikosti vsazené ¢astky ve sportovnim sézeni.
Nase hlavni vyzkumna otazka je, zda vySe vsazené cCastky predikuje vysledky sa-
zeni. Konkrétné ve studii zkouméme, zda jsou sézkaii schopni konzistentné vybirat
hujici vice nez 28 milionii redlnych sézek vsazenych registrovanymi klienty v ¢eské
sdzkové kancelari. Vysledky ukazuji, zZe sazkafi jsou schopni ménit vsazenou castku
tak, aby zvysili pravdépodobnost vyhry, avSak nikoliv az tak, aby zaroven zvysili
svou Cistou pozici vyplyvajici ze sazkové aktivity. Vysledky nadale naznacuji, ze
zlepSeni své Cisté pozice jsou schopni pouze nejschopnéjsi sazkari. Vysledky studie
jsou platné bez ohledu na to, zda do analyzy zahrneme fixni efekty jednotlivych saz-
kari, coz ukazuje, ze vztah mezi velikosti vkladu a vysledky sézeni je hnany variaci

jednotlivych sazek.
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Preface

This dissertation contains three essays on sports economics, a rapidly growing field of
economics. Sports generally have a useful property of being relatively well measured,
and, particularly after the recent advances in automatic data collection, information
on sporting outcomes has become accessible. Moreover, the existence of sports bet-
ting markets assures that not only information about the outcomes, but also about
the ex ante expectations of these outcomes is available. The combination of these
useful properties has recently resulted in data from sports events and competitions
becoming an increasingly common kind of data analyzed in empirical studies.

The three studies contained in this dissertation provide three applications of
data from the domain of sports on economic research questions. These three studies
contribute to the economics of well-being, crime, and betting. In what follows of the
Preface, the three chapters are briefly described. Note that in order to distinguish
this introductory and motivative text from the Abstract, I intentionally abstain from
discussing the results of the specific studies here in the Preface.

The first chapter examines the role of social context in how emotional shocks
are experienced. Specifically, it examines the impact of unexpected results of the
local college football team on the subjective well-being measure of life satisfaction,
which is represented by survey responses in areas where the particular team has

substantial fan support. Previous studies examining the relationship between the



subjective well-being and football results suffered from the inability to sufficiently
identify which respondents follow which team. This study provides a novel way of
combining the survey responses with teams using Facebook likes. By knowing the
county in which the respondent lives and utilizing the percentage of all Facebook
likes of top teams in each zip code area collected by The New York Times, I can
identify counties where the majority of fans supports one specific team. 1 then
use the timing of the interview to link each survey response to the previous game
of the particular team. The empirical analysis then concentrates on the effects
of unexpected results, conditioning on the pre-game betting market’s expectations
about the outcome. In order to explore the role of social context in experiencing
emotional shocks, I distinguish whether the game in question was played at the

home stadium or elsewhere.

The second chapter is a policy evaluation and analyzes an intervention in which
the National Collegiate Athletic Association (NCAA) added an on-field official in
the highest college football division, thus increasing the number of officials from
seven to eight. The setting of the study takes officials as law enforcers (police)
and players as potential criminals. When the number of police increases, the police
observe crime better and the probability of catching a lawbreaker increases, which
is known as the monitoring effect. However, potential criminals incorporate this
increase into their decision-making process and may consequently commit fewer
crimes, constituting the deterrence effect. Our study contributes to the ongoing
discussion on the existence and strength of these two effects. Like the study in the
first chapter, the research combines several separate data sources to analyze the
research question in a play-by-play setting. We exploit information on the specific
crew of officials as well as the skills of teams playing in the particular game. The
study is the first to analyze the NCAA intervention on a nation-wide dataset and
to concentrate on the time period during which the policy change was implemented

universally.

The third chapter examines the behavior of bettors on the betting market.
Specifically, we focus on the effect of stake size on betting outcomes, by which

we take the probability of a specific bet winning and its net revenue. The study



uses a unique dataset containing bets that were actually placed at a bookmaking
company in the Czech Republic, thus allowing us to analyze actual transaction-
level data rather than only price information. We utilize the decisions of bettors to
combine individual bets into accumulator (parlay) tickets. For such a bet to win a
positive amount, all of the individual opportunities have to win. We show that even
though accumulator bets carry a lower expected return and higher variance due to
the margin of the betting company, they are extremely popular. We exploit the fact
that almost all clients regularly place accumulator bets, and we use the number of
opportunities on a betting ticket as a control variable in the analysis. This study
is the first to employ information from accumulator bets in the context of actually
placed bets, and is also the first to empirically examine the role of stake size in the

betting market.






Chapter 1
Do Victories and Losses Matter? Effects of

Football on Life Satisfaction

Radek Janhuba!l

Abstract

This study examines the effects of emotional shocks on subjective well-being and
the role social context plays in how shocks are experienced. Using data from the
Behavioral Risk Factor Surveillance System (BRFSS), this paper uses an ordered
logit model to estimate the effects of a local college football team’s wins and losses
on the life satisfaction of local citizens. The analysis suggests that unexpected wins
have positive effects on life satisfaction. The results are driven entirely by games
played at the home stadium, indicating that the impacts of emotional shocks are
larger if the experience is shared with other fans. Moreover, the effects increase

with the size of the stadium relative to the local population, suggesting that social

! An earlier version of this work was published in Janhuba, R. (2016) "Do Victories and Losses
Matter? Effects of Football on Life Satisfaction", CERGE-EI Working Paper Series No. 579. The
study was supported by Charles University, GAUK project No. 162415, and with institutional
support RVO 67985998 from the Czech Academy of Sciences. I thank Michal Bauer, Randall Filer,
Jan Hanousek, Brad Humphreys, Stepan Jurajda, Neil Metz, Nikolas Mittag, Nicholas Watanabe,
participants in the 2015 MVEA Kansas City, 2016 YEM Brno, and 2017 WEAI conferences, and
participants in seminars at CERGE-EI, WVU, Syracuse, and Technical University of Ostrava for
helpful comments and suggestions. All remaining errors are my own.



context is likely to be the underlying factor. Surprisingly, no effects are found for

cases of unexpected losses.

1.1 Introduction

This study examines the effects of emotional shocks on subjective well-being (hence-
forth SWB). Specifically, we examine the effects of a local college football® team’s
wins and losses on responses to the life satisfaction question, measuring the overall,
long-term level of satisfaction with one’s life. We are particularly interested in the
role social context plays in experiencing these emotional shocks. Hence, we link
the literature on the effects of emotional shocks caused by sports (Card and Dahl,
2011; Eren and Mocan, 2018) with studies examining the behavioral effects of group
identity (Charness et al., 2007; Depetris-Chauvin et al., 2018).

We examine whether the effects of football results on SWB are magnified when
the experience is shared with other fans. We exploit the fact that football games
are played at home as well as on the road. While fans usually watch road games on
TV, many attend home games in person. Moreover, during the home-game days,
the stadium surroundings are impacted by an influx of fans, tailgate parties, and
other phenomena associated with the event. Thus, even for people who do not
attend the game, being present in the stadium surroundings involves one in the
social environment around the game.

To better understand the relationship between sports and SWB, it is important
to point out that our research interest lies in observing whether unexpected outcomes

matter.3

Thus, the methodology of the study is constructed so as to allow us to
distinguish between unexpected and general outcomes, which we define as results
which are not surprising.*

The examination of unexpected outcomes is motivated by two economic concepts.

2Note that throughout this study, the word football indicates specifically American football.
When needed, the standard, European football, is referred to as soccer (derived from its full name
association football).

3We define unexpected results based on the pre-game betting market valid in Las Vegas at
kickoff time. See Section 1.3.1 for more information.

4Note that it is not possible to label such outcomes as expected, because unexpected results are
defined as having been a result that carries a sufficient level of surprise.



First, based on the theory of reference dependent preferences, rational agents are
expected to form expectations with respect to information available ex ante (Koszegi
and Rabin, 2006). In our setting, this means that fans’ emotions are likely to be
influenced differently when a result carries an element of surprise (relative to the
benchmark formed by the expectations) and when it does not. The incorporation of
the unexpectedness of the results into the analysis may thus be viewed as empirical
validation of the reference-point utility of Koszegi and Rabin (2006).

Second, millions of Americans attend sports events every week and tens of mil-
lions watch sports on TV. While sports events undoubtedly generate a great deal
of entertainment value, the suspense and surprise model by Ely et al. (2015) sug-
gests that unexpectedness is the main driving factor behind the entertainment value
derived. Thus, when analyzing shocks induced by sports events, it is necessary to
incorporate the unexpected component of the results into the empirical methodology.

This study focuses on results from American college football, which has an ex-

® Previous research has shown that being a sports fan is

tremely strong fan base.
associated with one’s emotions (Kerr et al., 2005; Jones et al., 2012). Hence, college
football is likely to have strong ties to the emotional domain. Moreover, individual
wins matter in college football. With only 12 regular season games each year and
4 of 130 teams reaching the playoffs, the marginal effect of each individual result is
stronger than in all other major sports. Thus, unexpected football outcomes subject
fans to a relatively strong emotional shock.

The contributions of this study are threefold. First, to our knowledge, this is the
first study to examine the social context of the psychological effects of sports. While
previous research has found that group identification influences behavior (Charness
et al., 2007), psychological effects of groups have thus far been studied experimentally
(see Kugler et al. 2012 for an overview). In this sense, this study provides novel field
evidence on the economic psychology of groups.

Second, we implement a novel methodology of using data from Facebook likes

to match teams with their fans (see Section 1.3.3). We are currently unaware of

SMarket research for 2012 estimated that 43% of the US population followed college football.
Source: http://sportsaffiliates.learfieldsports.com/files/2012/11/College-vs.-Pro.
pdf


http://sportsaffiliates.learfieldsports.com/files/2012/11/College-vs.-Pro.pdf
http://sportsaffiliates.learfieldsports.com/files/2012/11/College-vs.-Pro.pdf

any other study that has used Facebook likes to link two separate datasets in an
analogical way, making our approach novel. While previous work examining the
effects of sports has concentrated on data from metropolitan areas, this methodology

allows us to use data from non-urban areas as well.

Third, while previous studies on sports and SWB have concentrated on one-off,
large-scale tournaments, this study seeks to identify the connection on a dataset
utilizing regular weekly games. This eliminates the possibility of a spurious one-
time effect that may have taken place around tournaments examined in previous
studies. To our knowledge, this study is the first to examine such a relationship in

the context of sports and SWB.

We find that unexpected wins in home games have systematic effects on the
reported life satisfaction of US residents. More importantly, the results indicate
that social context plays an important role in SWB evaluation. Specifically, rather
than simply being a fan, it is the effect of being a fan and at the same time sharing
the experience of an unexpected win with others that influences the life satisfaction
responses. This notion is supported by the fact that areas with higher capacity

stadiums relative to the local population are associated with stronger effects.

In terms of magnitude, following an unexpected win at the home stadium, the
probability of a respondent reporting the highest life satisfaction category grows
by approximately 12 percentage points. Further, back-of-the-envelope calculation
suggests that the true value of the effect lies between 12 and 27 percentage points.
Nevertheless, although the effect is sizable ex-post for several days following an
unexpected win, its overall magnitude is negligible. Thus, it does not endanger

comparisons of life satisfaction levels across regions and/or time.

The analysis also finds that there are no effects of unexpected losses, a result
that is very surprising in terms of knowledge of sports and psychological processes,
where unexpected losses but not unexpected wins were found to influence domestic
violence (Card and Dahl, 2011) and judicial sentence lengths (Eren and Mocan,
2018). The stark distinction between these and our findings is likely caused by the

nature of the outcomes examined.

Specifically, while domestic violence and judicial sentences are connected to ac-



tions that fall within the negative side of emotional scale, we examine a variable
linked to positive emotional shocks. Thus, while Card and Dahl’s (2011) and Eren
and Mocan’s (2018) data are likely insensitive to small positive changes in individual
well-being, our dataset mainly comprises of life satisfaction evaluations on the posi-
tive side of the emotional scale and is therefore likely less sensitive to small negative
changes in SWB. Hence, our results present complementary rather than substitute
evidence to the results of Card and Dahl (2011) and Eren and Mocan (2018). The
combined implication of these results is that unexpected football results in both di-
rections may affect decisions in the connected emotional domain but do not alleviate
the general benchmark level of these decisions in the absence of unexpected shocks.®

In terms of psychological research concerning changes in well-being, our results
may also be seen as complementary evidence to the experimental study of Yechiam
et al. (2014), who find that in cases of one-shot interactions, people tend to report
greater valuations of gains compared to losses. Because a particular football team
usually does not experience many instances of unexpected results throughout a
season, unexpected wins and losses can be seen as one-shot events.”

The remainder of this paper is structured as follows. Section 1.2 contains a brief
literature review. Section 1.3 presents the data used in the estimation. Section 1.4
explains the methodology used in the analysis. Section 1.5 shows empirical results
and discusses their importance. Section 1.6 discusses the robustness of our results

to alternative specifications. Section 1.7 concludes.

1.2 Literature Review

Most of the previous literature on the effects of sports has concentrated on stadi-
ums and arenas and is not reviewed here. The conclusion of this literature is that
stadiums where sports are played do not convey immediate economic benefits to the

areas where they are built. For a thorough review of these studies, see Coates and

6By the connected emotional domain, we mean outcomes generally associated with positive
feelings in cases of unexpected wins and vice versa.

"Yechiam et al. (2014) also present evidence that reporting feelings about wins and losses is
not necessarily associated with behavioral biases. This can explain why our results seemingly go
against the loss aversion theory.



Humphreys (2008).

Several studies have analyzed the economic effects of college sports on local
economies. Baade et al. (2008) estimate the economic impact of home college football
games and find no evidence of measurable effects. In a follow-up study, Baade et al.
(2011) do find a positive effect of home football games for the city of Tallahassee,
Florida, suggesting that the local economy gains approximately $2 Million following
each football game played at the local stadium. This amount is relatively small
compared to the amounts in public subsidies college football teams usually receive.
Moreover, Baade et al. (2011) provide evidence that part of the increased revenue
comes from a substitution effect within the state of Florida, further diminishing the
estimated real economic value-added of organizing college football games.

A stream of literature, e.g. Ahlfeldt and Maennig (2010), Ahlfeldt and Kavetsos
(2014), has found that property prices in the surroundings of stadiums rise following
stadium construction, suggesting the presence of beneficial intangible effects of sport
arenas. Humphreys and Nowak (2017) show that property values in the vicinity of
Seattle’s arena rose after the Seattle Supersonics moved to Oklahoma, indicating
that the team had a detrimental effect on the local community. Although this study
focuses on a different topic, these results may serve as an indicator of asset prices

incorporating intangible benefits created by the presence of sports teams.

1.2.1 Psychological Effects of Sports

A branch of literature explores situations in which sport enters the psychological
domain of agents, which in turn translates into their actions having an "unrelated"
impact.

Card and Dahl (2011) find that the reported number of domestic assaults rises
significantly in the three hours after a professional football game which the local team
unexpectedly lost. Rees and Schnepel (2009) obtain similar results in a sample of
Division I college football games and extend its validity to a range of other criminal
behavior in the town where the game is played.

Eren and Mocan (2018) analyze juvenile court decisions in Louisiana and find

that unexpected losses of the LSU football team lead to increased sentence lengths

10



during the week following the game. Moreover, they find that the results are entirely
driven by the portion of judges who attended the LSU University. The study of
Eren and Mocan (2018) serves as a strong example of football results influencing
a seemingly unrelated phenomenon through the affected psychological domain of
decision makers.

Several studies have also found effects following wins of the local team. Agarwal
et al. (2013) find evidence of mortgage loan approval rates increasing by more than
four percentage points following a large sports event leading to positive sentiment in
affected counties. Fernquist (2000) finds that local teams making the playoffs lead to
a lower suicide rate in the local population. Chen (2016) observes that immigration
judges on average grant an additional 1.5% of asylum petitions on Mondays after
the city’s professional football team won compared to a loss. Healy et al. (2010)
show that the probability of incumbents’ reelection in the county of a college football
team is approximately 1.5% higher if the particular team wins a game in the 10 days
prior to the election.

A distinct stream of literature has focused on the effects of sport teams on stock
markets. Edmans et al. (2007) find that individual sentiment following a national
team’s loss in various sports leads to an abnormal negative return on the affected
country’s stock exchange. Drake et al. (2016) find that investors’ distraction during
the NCAA basketball tournament (known as the March Madness) creates stock

disruptions that are present in the market for a period of 30 to 60 days.

1.2.2 Sports and Subjective Well-Being

To our knowledge, few studies have examined the relationship between sports events
and life satisfaction. Most of the existing research linking the two has concentrated
on the effects of practicing sports on SWB and is not surveyed here.®

The earliest study to observe the effects of sports events on life satisfaction is
Schwarz et al. (1987), who found that German males reported a higher general life
satisfaction after a 1982 World Cup soccer game that ended with a German win.

Although their sample size is very limited, with only 55 observations, the authors

8See Section 2 of Kavetsos and Szymanski (2010) for an overview.
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conclude that this is an example of momentary happiness transcending into the
long-term evaluation, implying the existence of the phenomenon this study aims to
identify.

Kavetsos and Szymanski (2010) examine data from 12 European countries to
observe whether hosting an important tournament or having an unexpectedly suc-
cessful national soccer team in a significant tournament, such as the Olympic games
or the FIFA World Cup, have overall effects on life satisfaction reported by the
country’s citizens. Although their study finds limited evidence that the success of
the national team has positive implications for inhabitants’ life satisfaction, they do

find a significant positive effect of hosting a large soccer tournament.

Siissmuth et al. (2010) analyze citizens’ willingness to pay for the 2016 FIFA
World Cup tournament that took place in Germany. Their results reveal that the
reported willingness to pay increased ex post as compared to the same respondents’
valuation ex ante, and also indicate that almost 85% of German citizens thought that
hosting the FIFA World Cup brought overall net benefits to the country (Stissmuth
et al., 2010, p. 208). This is consistent with the findings of Allmers and Maennig
(2009), who report a rise in international perception of Germany following the 2016

FIFA World Cup.

A recent study by Depetris-Chauvin et al. (2018) links sports to psychological
effects based on national identification. Specifically, Depetris-Chauvin et al. (2018)
examine the effects of national soccer teams’ results on violence in Africa. Examining
large-scale survey data, the study finds that individuals interviewed following their
national team’s victory are more likely to trust people of other ethnicities. Moreover,
Depetris-Chauvin et al.’s (2018) results show that teams that closely qualify for the
African Cup of Nations are subject to a lower subsequent degree of violence compared

to the countries that did not qualify for the tournament.

Doerrenberg and Siegloch (2014) examine whether being interviewed before or
after an international soccer tournament has implications on several dependent vari-
ables, using a panel of unemployed individuals in Germany. Although the evidence
is mixed for the case of life satisfaction, the study finds a significant decrease in

general worries about the economic situation as well as a significant increase in the
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perceived intention to find work again.

Although the studies described above analyze the effects of sports events on life
satisfaction, there is a distinction between their and our approach. Namely, the pre-
vious work concentrates on short-timed, large scale tournaments, while this study
examines the relationship on data from regular, week-to-week games. This elimi-
nates the possibility of a spurious one-time effect that may have taken place around
tournaments examined in previous studies. Moreover, the sample size associated
with a large scale dataset allows us to examine potential heterogeneity of the ef-
fect in various decompositions, such as those based on differences in demographic
characteristics or the extent to which the result was surprising (see Section 1.5.3 for
more details). To our knowledge, this study is the first to examine the phenomenon

in such settings.

1.3 Data

This section first introduces the two sources of data: football results and the BRFSS
survey, which includes the dependent and control variables. Section 1.3.3 follows

with a description of the novel method linking these two datasets.

1.3.1 Football Results

The data on football games were purchased from The Logical Approach? and contain
betting information available on the Las Vegas market at the kickoff time of each
FBS!Y college football game. As the second data set includes surveys conducted
from 2005 to 2010, the sample consists of games played between 29th December
2004 and 28th December 2010.

The information about the expected result of a game is included in the spread,
quoted as the expected number of points to equalize the two opponents valid on the
Las Vegas betting market at kickoff time. For example, a spread of -10 means that
the team was expected to win the game by 10 points (consequently, the opponent

would have the spread quoted as +10 and be expected to lose the game by 10 points).

9 http://www.thelogicalapproach.com/
10FBS is the highest level of college football played in the United States.
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Figure 1.3.1: Predicted vs. Realized Spreads

Regression of Game Results on Spread
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Realized spread is the opponent's minus the team's own score.

Spread is a pre-game expected value of realized spread.

Estimated equation ( R* = 0.497): Realized = 0.135 + 1.011 Spread
(Heteroskedasticity robust standard errors) (0.233) (0.015)

Previous research (e.g. Sauer 1998, Fair and Oster 2007, and Song et al. 2007) has
shown that spreads contain the most relevant information that is available ex ante
about the outcome of a football game. Our data is consistent with their conclusions,
as the regression estimate of the realized value of the spread on its value yields a
coefficient of 1.01 with a standard deviation of 0.015, a level that is statistically not
significant from the market-efficient value of 1 (see Figure 1.3.1). Therefore, we can

use the spread to control for the ex ante probability of a particular team winning

the game.

Table 1.3.1: Frequencies of Games by Cutoff Spread

Spread No. Col % Cum %

Lower or equal -9 points 2,182 25.4 25.4
Between -9 and 9 points 4,296 50.1 75.6
Higher or equal 9 points 2,096 24.4 100.0

Total 8,574 100.0
Source: Author’s computation based on games from 2005 until
2010.

A result is defined as unezpected if it goes against the spread of 9 points or more
in an absolute value. This specific value was selected as it breaks the set of games to
approximately one quarter below and above the threshold (see Table 1.3.1), ensuring

that the surprise effect is sufficiently strong, while still keeping enough games to allow
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Figure 1.3.2: Spread and Probability of Win

Spread and Probability of Win
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Line shows fitted values of the following regression: P(Win) = B, + B;S + B,S” + B,S° + ¢
Vertical lines depict cutoff values for results to be labeled unexpected.

for a sizable number of unexpected results. In this sense, the selection is very similar
to Card and Dahl’s (2011) study, which uses 4 points on NFL data associated with
a lower volatility of spreads.!! In fact, the 75th percentile in their data is equal to
4 points, making our selection comparable after accounting for the difference in the
volatility of spreads between the two competitions. Moreover, 9 points is especially
useful from the view of football rules, as it is the lowest point difference in a two-
possession game.'? Nevertheless, our empirical results are robust to the selection of

this upset threshold (see Section 1.6.1).

Figure 1.3.2 shows the probability a team will win the game based on the spread.
The expected probability of winning is less than or equal to 36.4% once the spread
is higher than or equal to 9. The probability of an unexpected loss is less than or

equal to 39.2% for unexpected losses with a spread lower than or equal to -9.13

1 NFL (National Football League) is the major professional football league in the United States.

12 Tn football, when a team scores a touchdown, it receives six points. It then attempts one more
play (called "point after try" ) for which it receives zero, one, or two points. Therefore, once the
point difference reaches 9 points, the trailing team has to score at least twice to win the game.

13Note that these values present the average probability of a surprise result and do not account
for differences in team characteristics. Generally, the probability of an unexpected win will be very
low for successful teams that almost never lose, as they will extremely rarely be expected to lose
the game by a sufficient margin.
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1.3.2 Behavioral Risk Factor Surveillance System

The second data source used is the Behavioral Risk Factor Surveillance System
(BRFSS), collected daily by the Centers for Disease Control and Prevention (CDC)
on a wide-ranging sample of American citizens, resulting in a yearly sample size of
about 400,000 observations.

The BRFSS is a system of telephone surveys that collects data about U.S. res-
idents regarding their health-related risk behaviors, chronic health conditions, and
use of preventive health services. Although the repeated cross-sectional nature of
the data inevitably leads to an issue of unobserved heterogeneity, the BRFSS has
three main advantages which make it very convenient for our particular setting.
First, from 2005 to 2010, the survey contained a life satisfaction question in which
respondents self-evaluate themselves on a scale from 1 to 4 by answering the ques-
tion "In general, how satisfied are you with your life?", with options labeled (from
1 to 4) "very satisfied", "satisfied", "dissatisfied" and "very dissatisfied".!®

Second, the data set contains FIPS county codes, allowing a much closer geo-
graphic link than in the case of data sets which only contain state level identification.
As there are multiple FBS football teams in most states, we need such information
to match the particular observation to the appropriate team.

Third, the availability of the exact survey date allows us to identify whether the

local football team had won or lost the game prior to the survey.

1.3.3 Linking Games to Survey Responses

The crucial question after obtaining the data on survey responses and football games
is how to link a specific game to a particular observation (it is straightforward that
it may not be sufficient to simply take the closest geographical team to the area
where the respondent lives). As mentioned in the introduction, our method uses

data from Facebook likes. Specifically, it looks at which team has the largest share

14 Since 2011, the question has been moved into the optional part of the questionnaire and is
asked in only a small number of states.

15 Throughout this study, the scale was reverse-coded in order for the higher value to represent
greater satisfaction with life.
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of likes in a given geographical location.

The data on Facebook likes in each ZIP code area were downloaded from the
New York Times website, which published a study and an associated interactive
map about the distribution of college football fans throughout the USA.1

Information on likes for these ZIP codes was then matched to data in specific
counties based on the division in the 2010 census. In order to link the ZIP codes
to our county-identified observations, we used the 2010 ZIP Code Tabulation Area
(ZCTA) Relationship File provided by the US census.!” Percentages from these
ZIP codes were then weighted by their respective populations in order to obtain the
relative percentage of likes for each applicable county.

In total, the six years of BRFSS surveyed 2,440,925 respondents. After restrict-
ing the sample for the period of one week prior to the first and one week after the
last game of each season and matching the data to football results, we obtained
the dataset of 576,128 observations. However, a substantial issue with this sim-
ple matching is that it links all observations in a given area to one team, which
may not be actually supported by all football fans living in the area, introducing a
measurement error into the model.

In order to mitigate this issue, the sample was further restricted to only take into
account areas where a specific team can be considered dominant. Therefore, only
areas where the major team claims more than half'® of the total number of fans are
used.'® Thus, the baseline sample includes 176,262 observations.

Although this reduces the sample size, this step should arguably help to reveal
the effect in question. Nevertheless, given that it is impossible to directly identify
whether the particular respondent is a football fan or not, our empirical analysis will

produce intention-to-treat (ITT) estimates. Hence, the estimated effect will likely

16 http://wuw.nytimes.com/interactive/2014/10/03/upshot/ncaa-football-map.html

17 https://www.census.gov/geo/maps-data/data/zcta_rel_layout.html

18Note that the actual choice of cutoff percentage does not substantially alter the results (see
Section 1.6.1).

19Tn the hypothetical case of a county where one team had 51% of fans and the second team
had 49%, our methodology would not be able to capture the dominant team. However, this is not
the case in our data. The smallest difference between the top two teams is 16 percentage points
(51% vs. 36%) and only about 5% of the survey responses come from counties with a difference
below 30 percentage points. Excluding areas with relatively smaller percentage difference from the
estimation does not qualitatively alter the results.
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be biased downward.

The specific frequencies of the life satisfaction categories in the baseline sample

are reported in Table 1.3.2. Note that the vast majority of responses falls into the

Table 1.3.2: Life Satisfaction Frequencies

Life Satisfaction No. Col % Cum %
Very Dissatisfied 2,082 1.2 1.2
Dissatisfied 8,313 4.7 5.9
Satisfied 86,860 49.3 55.2
Very Satisfied 79,007 44.8 100.0
Total 176,262 100.0

Source: BRFSS for period from 2005 to 2010.
Area coverage shown in Figure 1.3.3.

top two of the four categories, which complicates the analysis because smoother
adjustments along the scale are not possible. However, as larger changes in the
valuation of life satisfaction are needed to prospect into its measurement, this could
be viewed as a type of attenuation bias in the sense that some information is lost
by rounding of the actual feeling.?’

Areas included in the analysis are depicted in Figure 1.3.3. Examining the com-
position of teams in the data,?! the University of Oregon and Louisville are the only
two teams that have majority support from outside their state borders. Moreover,
states that are generally strong in football such as Texas, California, and Alabama

contain counties with differing team fan bases within the state.

1.4 Methodology

As our dependent variable, life satisfaction, is measured on an ordinal scale, a limited
dependent variable model was used. Specifically, an ordered logit model was selected,

as its functional form allows for fixed effects.

20Gtatistically, while it increases the chance of a type II error, it decreases the chance of a type
I error.
2l For a complete list of teams and states, see Table 1.B.1 in the Appendix.
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Figure 1.3.3: Areas Included in the Analysis
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Note: Legend shows categories based on percentage intervals of fans supporting a specific foétball team.

The functional form of the model follows the equation

Yije = 05 + & + X B+ g (Sje, wje, dije) + €ije (1.1)

Yije = k if k1 <y < ki (1.2)

where 6; and & are regional and time fixed effects and X,j; is a vector of control
variables described below. The function g (S}, w;i, d;j:) was designed to capture the

effects of football results and their (un)expectedness. It takes the form

9 (S wje, dige) =M - 1[Sje > 9] 1wy = 1] - 1[0 < dijy < 3]+
A - L[S < =9 - 1wy = 0] - 10 < dij < 3] +
Y11 [Sje 2 9] - 1wy = 1]+
Y2 - 1S

(51~1[wjt:1]+

IN

521[0<d1]t§3]+
63-1[wjt:1]-1[0<dijt§3],
where Sj; denotes the pre-game betting spread, wj; is a dummy variable equal to one

if the specific team won the previous game and zero if it lost, and d,j; is the number

of days between the previous game and date of the survey, indicating whether the
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game fell into the post-game window, defined as within the period of three days after

the particular game was played.

The selection of the length of the post-game window lies mainly in the fact
that the sample of observations in periods where teams play week-by-week games
is broken down to approximately half of the period between the two games. We
suspect that the effect would be stronger within a shorter period. However, we
decided to choose a relatively longer period in order to ensure a sufficient number
of identifying observations (note that as we do not know the exact timing of the
survey, we need to exclude days when a game took place). The robustness of this

selection is presented in Section 1.6.1.

Our particular research interest lies in parameters A; and A,. Specifically, if
only unexpected football results during the post-game window have effects on the
life satisfaction of the population, A; would be positive, and Ay would be negative,
while the other coefficients of ¢ (Sj;, wji, d;jr) would be zero. If unexpected results
have effects regardless of whether the survey takes place in the post-game window,
coefficient v; would be positive and coeflicient v, negative. If there is an effect of
a win in the post-game window in general, but there is no additional effect of an

unexpected win, coefficient 3 would be positive along with A\; and ~; being zero.

Coefficient d; measures the general effect of a win, coefficient d, controls for a
potential effect of the post-game window, and coefficient d3 measures a general effect

of a win in the post-game window.

Based on the results of previous studies (see e.g. Dolan et al. 2008) and on the
data available, the control variables contained in vector X;j; can be broken down
into several categories. First, we include the data on an individual’s characteristics -
age and age squared, gender, and whether there are children living in the household.
Second, we include several sets of dummies reflecting the respondents’ marital status,
employment status, education, and income. Third, health proxies are included -
variables on participation in physical exercise, being limited in activity and variables
regarding smoking are used. See Table 1.A.1 in the Appendix for an overview of

survey questions associated with these variables.
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1.5 Results

1.5.1 Baseline Analysis

Results of the analysis are presented in Tables 1.5.1 and 1.5.2, with the former show-
ing several regressions, including the baseline in column 5, and the latter presenting
probability derivatives from the baseline regression. Standard errors in all regres-

1,22 and estimations starting

sions were adjusted for clustering at the county leve
with the fourth column include the set of football variables, the vector of controls,
weekly fixed effects, and team-state fixed effects.

Note that, with the exception of Tables 1.5.2 and 1.6.2, all regression-related
tables in this study present regression coefficients rather than marginal effects. This
is because with the four outcomes of the dependent variable, the ordered logit model
implies four different marginal effects, which would make the outputs of our regres-
sions much less tractable.

We can see that the coefficient on an unexpected win in the post-game window
is positive and statistically significant throughout all specifications. However, coef-
ficients for an unexpected loss remain insignificant in all regressions. These findings
suggest that the effects of unexrpected win and loss are not symmetrical. In this
sense, the results present field evidence of the existence of the reference dependent
preferences of Koszegi and Rabin (2006).

The fact that an effect is found for unexpected wins but not losses at first seems
surprising in view of previous knowledge. As noted earlier, Card and Dahl (2011)
found an increase in family violence following an unexpected loss, but no decrease
after an unexpected win. Similarly, Eren and Mocan (2018) found that unexpected
losses by the LSU football team lead to an increased length of juvenile sentences
given out by judges who received their bachelors degrees from LSU, while unexpected

wins do not lead to shorter sentences.

While our findings may at first seem to contradict Card and Dahl’s (2011) and

22The standard errors from the baseline case of clustering on the county level only change negli-
gibly when the model is estimated with clustering at the weekly level, Huber /White heteroscedas-
ticity consistent estimator, or without adjusting the standard errors.
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Table 1.5.1: Baseline Regression: Ordered Logit Coefficients
Dependent Variable: Life Satisfaction

(1) (2) (3) (4) (5) (6)
A1: Unexp. Win'!x Post-Game? 203FFK 0 4-FHK pxRk 930Kk BATRHR 136*
(0.07) (0.08) (0.08) (0.08) (0.16)  (0.08)
Xo: Unexp. Loss' x Post-Game?  .038 016 1.6e-04  9.5e-03  -.025 172
(0.06) (0.06) (0.06) (0.07) (0.09) (0.12)
~1: Unexpected Win' -.043 - 104%*  -089%F - 076*%  -.243* -.014
(0.04) (0.04) (0.04) (0.05) (0.13)  (0.05)
v2: Unexpected Loss? .033 .033 .042 .025 .03 3.5e-03
(0.04) (0.04) (0.04) (0.04) (0.06)  (0.08)
01: Win -.017  -9.1e-03 -9.1e-03  -.014  3.1e-03  -.04*
(0.02) (0.02) (0.02) (0.02) (0.03)  (0.02)
Jy: Post-Game Window? 011 -.021 -.016  -3.8e-03 -.023  9.4e-03
(0.02) (0.02) (0.02) (0.02) (0.03)  (0.02)
d3: Win x Post-Game Window?  -.014 -7.2e-05 -2.1e-04  -.015 -.018  5.6e-03
(0.02) (0.02) (0.02) (0.02) (0.04)  (0.03)
Controls? No Yes Yes Yes Yes Yes
Weekly fixed effects No No Yes Yes Yes Yes
State-team fixed effects No No No Yes Yes Yes
Observations 176,262 173,431 173,431 173,431 84,470 88,961
Games Included All All All All Home  Road

Standard errors adjusted for clusters at the county level in parentheses.
Significance levels: * p < 0.10, ** p < 0.05, *** p < 0.01
L' A win by a team expected to lose by at least 9 points given the pre-game betting spread.

2 Post-game window is a period of three days after the last game was played.

3 Controls include an individual’s personal, economic and health variables. See Appendix 1.A and the supple-

mentary material for details.

Source: Estimation of the ordered logit model.
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Eren and Mocan’s (2018) studies, they in fact present complementary rather than
substitute evidence. Due to the nature of the dataset discussed in Section 1.3.3 (see
also Table 1.3.2), our methodology is more sensitive to positive changes in SWB and
very likely insensitive to its small negative changes. This is in contrast with Card
and Dahl’s (2011) and Eren and Mocan’s (2018) approach; they observe outcomes
associated with negative SWB, arguably making their methodology insensitive to

small positive SWB changes.

The combined interpretation of our and previous results is that unexpected foot-
ball results may likely affect outcomes in both positive and negative domains of
SWB, depending on the prevailing emotional aspect connected to the specific out-
come. In other words, unexpected wins are likely to affect variables linked to positive
emotions such as life satisfaction, and unexpected losses are likely to affect negative
phenomena such as domestic violence (Card and Dahl, 2011) or disposition lengths
(Eren and Mocan, 2018). In any case, the opposite football outcome, even if unex-
pected, does not seem to effect the outcome at hand. Note that this implies that
even though every unexpected win of one team inevitably carries an unexpected loss
of the team’s opponent, emotional shocks caused by unexpected football results do

not form a zero-sum game.

The regressions based on the sample broken by whether the game was played at
home or on the road are presented in columns (5) and (6). The results reveal that
the overall effect is driven predominantly by home games. Our interpretation of this
fact is that the social context of experiencing the wins with other likewise minded
individuals is the driving factor for this result. Because the evidence suggests that
home games seem to matter, results in the remainder of the study concentrate on the
home-game effects in particular, with the regression in column (5) as the baseline

specification. Results of the analysis on the full sample are available upon request.

The marginal effects from the baseline estimation are shown in Table 1.5.2. Fol-
lowing an unexpected win, the probability that a respondent reports being wvery
satisfied rises by almost 12 percentage points regardless of which combinations of
football covariates one considers. This suggests that, on average, every ninth person

would overestimate their actual life satisfaction following an unexpected win. Note
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that, as discussed in Section 1.3.3, this 12% is an intention-to-treat (ITT) estimate,

and is thus likely downward-biased.

Table 1.5.2: Baseline Regression: Marginal Effects of Unexpected Wins

Life Satisfaction Probability! Post-Game? Outside?
Sample Model ME ( Low, High ) ME ( Low, High )
Very Dissatisfied  0.012  0.012 -0.006 (-0.010, -0.003) -0.006 (-0.010, -0.002)
Dissatisfied 0.047  0.048 -0.023 (-0.036, -0.010) -0.022 (-0.035, -0.009)
Satisfied 0.490  0.492 -0.088 (-0.139, -0.036) -0.089 (-0.141, -0.037)
Very Satisfied 0.451  0.448  0.117 ( 0.048, 0.185 ) 0.117 ( 0.048, 0.186 )

Table shows the marginal effects of an unexpected win in the post-game window (A1).

All coefficients are statistically significant at 99%.

95% confidence intervals reported in parenthesis.

! Probability of the survey answer to the life satisfaction question in the estimation sample and
predicted probability of the particular answer from the estimated model.

2 Marginal effect of an unexpected win in the post-game window compared to a general win in the
post-game window.

3 Marginal effect of an unexpected win in the post-game window compared to a general win outside
of the post-game window.

Source: Estimation of the ordered logit model.

In order to estimate the possible size of the effect, we can use a simple back-of-the-
envelope calculation. Given that market research estimated 43% of US citizens were
college football fans in 201223 and assuming the distribution of fan percentages to be
homogeneous across the United States, the rescaled effect would be approximately
27 percentage points. However, note that our estimation only includes regions with
high fan support for one team. It is not unlikely that such regions will also have a
higher overall share of fans in the population, which would in turn bias our back-
of-the-envelope estimate upwards. Thus, we can conclude that the true size of the
effect lies somewhere between 12 and 27 percentage points.

Even though the effect is statistically significant and may be seen as sizable, it
may also be viewed as negligible from the point of view of the overall aggregated
measure. Specifically, the data show that the long-term mean is distorted by a
fraction of 0.0004 of a standard deviation in the overall data set. This means that
the effect does not present an issue for life satisfaction comparisons through regions
and/or time.

In terms of a policy application, our results do not bring good news for advocates

23http ://sportsaffiliates.learfieldsports.com/files/2012/11/College-vs.-Pro.pdf
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of stadium subsidies. While economists generally agree that sports events and sta-
diums do not carry measurable economic benefits to the particular regions (Coates
and Humphreys, 2008; Baade et al., 2008), a recent conjecture is that such subsi-
dies could be supported by the fact that sports events bring a certain "feel-good"
factor (see Section 1.2.2). Our results indicate that only unexpected wins generate
increased life satisfaction. Hence, increases in subjective well-being cannot justify
such subsidies.

Coefficients on most of the control variables are strongly statistically significant
with a sign that is in line with the previous literature.?* However, as this study
concentrates on the effects of football on life satisfaction, the coefficients of these
control variables are not reported here. Full regression results are presented in

Appendix 1.D.

1.5.2 Social Context: Sharing the Wins Together

The finding that the effects of football on life satisfaction are driven by games
played at the home stadium indicates that the social context of experiencing the
win with other like-minded individuals may be the underlying driving factor behind
the results. If that is the case, areas with relatively larger football stadiums should
report stronger effects.

In order to examine this mechanism, we calculated the relative stadium size as
the ratio of the stadium capacity and the population of the county where the stadium
lies. The baseline regression was then reestimated to include only areas where the
relative stadium size is at least as high as some specific percentage.

The coefficients of an unexpected win in the post-game window based on the
minimum required stadium size are shown in Figure 1.5.1. The fact that these
effects increase with the stadium size relative to the local population suggest that
the social context is likely the driving factor.

Note, however, that stadium capacity may proxy for the general importance of

the football team to the local community. Therefore, if normalized for the county

24 For example, life satisfaction follows a U-shaped pattern throughout individuals’ age (Blanch-
flower and Oswald, 2008), household income generally has a positive effect (Huang and Humphreys,
2012), and children seem to be associated with lower life satisfaction (Deaton and Stone, 2014).
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Figure 1.5.1: Stadium Capacity Relative to County Population

Heterogeneity in Stadium Capacity: Home Games
Regression Coefficients and Their Confidence Intervals
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The graph shows coefficients of an unexpected win in the post-game window based on the capacity of
the stadium relative to the county population.

Unexp. Win in Post-Game Window

population, it serves as an indicator of how important the specific football team is in
the local society. If the increased general team support rather than the social context
was the main reason for the increasing effects in Figure 1.5.1, the effect would be
upward sloping when unexpected wins occur in road games as well. However, as

can be seen from Figure 1.5.2, this is clearly not the case. Thus, the evidence is

consistent with the social context being the likely reason.

Figure 1.5.2: Stadium Capacity Relative to County Population

Heterogeneity in Stadium Capacity: Road Games
Regression Coefficients and Their Confidence Intervals
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(88,649) (53,307) (37,679) (27,708) (23,109) (19,329) (16,392) (13,466) (8,925)
(Regression Sample Size)

The graph shows coefficients of an unexpected win in the post-game window based on the capacity of
the stadium relative to the county population.

Finally, because home games are often associated with substantial consumption

of alcohol,?® there is a possibility that the effect is driven by alcohol consumption

%Lindo et al. (2018) use the timing of football games to establish a link between alcohol con-
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rather than by the social context. However, due to our comparison of unexpected
and general football results, and the fact that most of the alcohol consumption
arguably takes place before and during the game, the alcohol consumption levels
should be similar in the control and treatment groups. Indeed, examination of the
dataset reveals that there is no substantial difference between alcohol-related survey
responses based on game outcomes. Hence, alcohol is unlikely to be the reason

behind our results.

1.5.3 Demographic Effect Heterogeneity

The previous sections suggest that unexpected wins by home teams have positive
effects on the life satisfaction of residents in the locality of the team. However, the
possibility of this effect being heterogeneous between demographic groups has not
been addressed. In this section, we utilize the advantage of a relatively large sample

and attempt to identify demographic groups for which the effect may differ.

Personal Characteristics

This section presents results of regressions on subsamples based on gender and edu-
cation. The education-based distinction is important due to the fact that the study
analyzes results of college teams - while non-graduates may still identify with a
college team, the effects should arguably be stronger for alumni.

The results are reported in Table 1.5.3. Note that, in all the tables remaining
in the main body of the manuscript, only the coefficients A\; and A\, are reported.
Results including all football-related covariates can be found in Appendix 1.C.

As expected, the point estimate of the effect for college graduates is larger than
for non-graduates. This is likely because being a college alumni creates a psycho-
logical attachment to the school; hence, the emotions and feelings related to the
particular football team may likely be stronger. However, note that the two coeffi-
cients are not statistically different from each other.

Interestingly, there seems to be no difference in effects on female and male re-

spondents. We find this result interesting as men are generally viewed as being

sumption and rape.
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associated with stronger fan connections than women.

Table 1.5.3: Breakdown by Demographic Groups: Ordered Logit Coefficients
Dependent Variable: Life Satisfaction

Gender College Graduate
M F Yes No All

Ai: Unexp. Win!x Post-Game? — .528*** 542%*  G77**  479%F  541%**
(0.18) (0.24) (0.27)  (0.21)  (0.16)

Xo: Unexp. Loss' x Post-Game? 193 -.148  .073 -.069 -.025
(0.13) (0.10) (0.15)  (0.11)  (0.09)
Observations 31425 53045 26555 57915 84470

Standard errors adjusted for clusters at the county level in parentheses.

Significance levels: * p < 0.10, ** p < 0.05, *** p < 0.01

All columns include full set of controls, weekly fixed effects, and state-team fixed effects.

L' A win by a team expected to lose by at least 9 points given the pre-game betting spread.
2 Post-game window is a period of three days after the last game was played.

See Table 1.C.1 for results including all football-related covariates.

Source: Estimation of the ordered logit model.

County Attributes

The second distinction of the effect explores possible heterogeneity based on the
geopolitical county position. Specifically, we ran separate regressions where the
sample was broken down based on whether the county is in a metropolitan statis-
tical area (MSA), and the political preference of the county’s citizens in the 2008
presidential elections.?® Results of the analysis can be found in Table 1.5.4.

The results indicate that the effect in question may be stronger in non-metropolitan
areas. This is not surprising as it could be argued that college football is mainly
followed in areas with lower population density. Although the two coefficients are
statistically not significantly different, these results may indicate why previous stud-
ies on the effects of sports did not concentrate on the relationship between football
and life satisfaction, as they mostly used data from MSA areas only.

The second distinction shows the analysis broken down into counties that voted

26 Although the debate about the polarization of the American electorate is recently livelier than
ever, research has shown that election decisions are based on a wider set of domains than purely
economical (see introduction to Ansolabehere et al. (2006) for more information). Therefore, there
is a chance that attitudes towards sports differ between voters of the two parties.
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for Democratic and Republican candidates in the 2008 presidential election.?” In-
terestingly, these results suggest that the overall effect is driven by counties with
majority support for Republicans. Although there are several possible explanations
for this effect, all of them are likely linked by the fact that the demographic char-
acteristics of Republican voters substantially overlap with those of football fans. In
fact, a study by the National Media Research, Planning and Placement (NRMPP),
analyzing data from 2008 and 2009, has shown that college football is the second
most Republican-supported sport, in between PGA golf and Nascar racing.?® Ac-
cording to this study, college football is followed by mostly Republican fans, while
Democratic fans more often follow other sports such as NBA or tennis. In light of
this result, it is not surprising that our findings are driven by counties with predom-

inantly Republican support.

Table 1.5.4: Breakdown by County Characteristics: Ordered Logit Coefficients
Dependent Variable: Life Satisfaction

MSA3 Politics?
Yes No Dem Rep All

A1: Unexp. Win!x Post-Game? B67FF 1.09%FF 277 1.447%%% G4k
(0.17)  (026) (0.17) (0.28) (0.16)

Xo: Unexp. Loss! x Post-Game?  -.02 -.025 097 -138  -.025
(0.11)  (0.17)  (0.13) (0.14)  (0.09)

Observations 57645 26825 34986 38401 84470

Standard errors adjusted for clusters at the county level in parentheses.

Significance levels: * p < 0.10, ** p < 0.05, *** p < 0.01

All columns include full set of controls, weekly fixed effects, and state-team fixed effects.

1A win by a team expected to lose by at least 9 points given the pre-game betting spread.

2 Post-game window is a period of three days after the last game was played.

3 Coded as "Yes" if the county falls into a Metropolitan Statistical Area.

4 Counties divided based on results of the 2008 presidential elections. Samples restricted based
on having a minimum 5% margin in the final outcome.

See Table 1.C.2 for results including all football-related covariates.

Source: Estimation of the ordered logit model.

2T To avoid any possible influence of counties that almost tied, we excluded counties where the
winning candidate had a margin of less than 5%. Therefore, the sample sizes do not add up to the

overall number of observations.
28 Accessed through wayback machine at https://web.archive.org/web/20110304071230/
http://nmrpp.com/assets/NMRPPsportspolitics.pdf
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1.6 Robustness and Sensitivity Checks

This section presents results of several types of robustness and sensitivity analy-
sis. We begin with an exploration of the cutoff values that were selected for the
baseline estimation. The second subsection then proceeds with a discussion of the

composition of the control group, functional form specification, and placebo tests.

1.6.1 Selection of Cutoff Values

The results of several robustness checks on the coefficient of unexpected wins in the
post-game window are presented in following sections. Due to space constraints,
results in this section are presented graphically. Full scale tables reporting esti-
mates from these regressions are space-demanding and are available upon request.
The controls maintain their approximate significance levels throughout all robust

estimations. The coefficient on unexpected losses remains insignificant.

Sample Restriction Based on Like Percentage

The results covering the sensitivity of our baseline regression to the selection of the

cutoff percentage rate for sample restriction are presented in Figure 1.6.1.

Figure 1.6.1: Sensitivity to Percentage of Likes

Sensitivity to Percentage Restriction
Regression Coefficients and Their Confidence Intervals
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(84,470) (65,347) (49,551) (31,185) (20,143)

Unexp. Win in Post-Game Window

Percentage of Fans

(Regression Sample Size)

Ordered logit model. Dependent variable: life satisfaction.
The graph shows coefficients of unexpected win in post-game window based on the percentage of
Facebook fans required to include the county in the analysis.

We can see that increasing the cutoff rate generally leads to a higher reported
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point estimate, suggesting the idea that the effect is stronger in areas where the
dominant team has higher support. If, however, it reaches an area above 65%,
the number of observations declines as the sample size decreases substantially, in
turn harming statistical inference and expanding standard errors of regression coef-

ficients.??

Point Difference For Unexpected Results

In order to check for potential sensitivity to how unexpected the outcome is, we
adapt several changes of the default cutoff. The results are presented in Figure

1.6.2.

Figure 1.6.2: Sensitivity to Value of Spread

Sensitivity to Selection of Cutoff Spread
Regression Coefficients and Their Confidence Intervals
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Ordered logit model. Dependent variable: life satisfaction.

The graph shows coefficients of unexpected wins in post-game window based on how large the spread
needs to be to label the opposite result as unexpected.

The numbers in parentheses show the number of respondents whose football team plays a game
where an unexpected win may occur.

The figure suggests that the stronger the surprise is, the stronger the relationship
is. Moreover, the coefficient is statistically significant regardless of which value of

the cutoff spread is chosen.

Post-Game Window Length

The results of regressions depending on the length of the post-game window are
presented in Figure 1.6.3. The effects for one- and two-day periods are arguably not

identified due to a small number of observations in the treatment group (hence the

29 The largest value of like rate is just over 86% of likes and only about 10% of observations lies
in regions with more than 65% of likes.
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larger standard error). The results also show that the effect does not disappear even

after expanding the post-game window length to five days.
Figure 1.6.3: Sensitivity to Length of Post-game Window

Sensitivity to Length of Post-Game Window

Regression Coefficients and Their Confidence Intervals
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Ordered logit model. Dependent variable: life satisfaction.

The graph shows coefficients of unexpected wins in post-game window based on length of the
post-game window.

The numbers in parentheses show the number of respondents treated by an unexpected win
in the post-game window.

1.6.2 Specifics of Empirical Methodology

This section presents results of three robustness checks which examine potential
issues with assumptions behind the empirical methodology employed in the esti-
mation. Namely, the following sections examine the design of the control group,
selection of the functional form of the model. The section concludes by description

of the placebo test used to validate the results.

Composition of the Control Group

The regression design described in Section 1.4 carries a glitch as the first three days
after a game are included in the treatment group, while the fourth and following
days enter the control group. Therefore, there is a danger of the benchmark level
of life satisfaction being influenced by the treatment variable. In order to examine
this concern, estimation of the baseline model was repeated using different sample
restrictions based on whether there was a previous unexpected result that could

possibly have influenced the control group.
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The results are shown in Table 1.6.1. The first column shows results from the
baseline estimation and is therefore present for comparison reasons only. The second
column excludes games which ended with an unexpected result in the two weeks after
the previous unexpected result. The third column excludes all observations that
happened after the first unexpected result in a given season. Finally, the fourth
column includes only weeks before and after an unexpected result which occurred
at least two weeks after the previous unexpected result.

The similarity of all coefficients in these regressions suggests that there is only a
very limited methodological concern in terms of control group composition.

Table 1.6.1: Control Group Composition: Ordered Logit Coefficients
Dependent Variable: Life Satisfaction

Al Excl WeekB  Excl AI°  InclP

Ar: Unexp. Win! x Window? — .541%FF  599%k* B49%HK BTk
(0.16) (0.15) (0.16) (0.22)

X2: Unexp. Loss' x Window? -.025 -.047 -.092 .046
(0.09) (0.09) (0.10) (0.18)

Observations 84470 81430 66600 6735

Coefficients from regressions with alternative definition of control groups described below.
All columns include full set of controls, weekly fixed effects, and state-team fixed effects.
Standard errors adjusted for clusters at the county level in parentheses.

Significance levels: * p < 0.10, ** p < 0.05, *** p < 0.01

A Baseline estimation.

B Excludes the week after an unexpected result.

C Excludes all observations after the first unexpected result in the season.

D Includes only the weeks before and after an unexpected result.

1 A win by a team expected to lose by at least 9 points given the pre-game betting spread.
2 Post-game window is a period of three days after the last game was played.

See Table 1.C.3 for results including all football-related covariates.

Source: Estimation of the ordered logit model.

Functional Form Specification

While previous sections look at the sensitivity of the main analysis in terms of
selecting cutoff values that inevitably remain arbitrary, this section leaves these
cutoff values at their baseline levels and explores a potential threat of a different
kind. Specifically, as the ordered logit model is heavily dependent on its functional

form specification, this section runs an alternative version of the analysis.
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As shown in Table 1.3.2, 94.1% of answers to the life satisfaction question lie
in categories "Satisfied" and "Very Satisfied". This opens a possibility to check
for a functional form misspecification as the effect is very likely identified through
transition between the top two categories. Therefore, we excluded the observations
in which life satisfaction was reported as "Very Dissatisfied" or "Dissatisfied" and
then fit a linear probability model on the resulting binary variable equal to 1 for the

"Very Satisfied" answer.

Coefficients on variables of interest from this estimation are reported in Table
1.6.2.3° The results are qualitatively very similar to results of the baseline model;
therefore, we can conclude that functional form misspecification does not present a

serious threat in our model.

Table 1.6.2: Robustness to Functional Form: LPM Coeflicients
Dependent Variable: 1 if Life Satisfaction reported as "Very Satisfied"

(1) (2) (3) (4) (5)

A1: Unexp. Win!x Post-Game? 043%% 048*%F .04TFF  045FF  122%F*
(0.02)  (0.02)  (0.02) (0.02) (0.04)

Ao: Unexp. Loss! x Post-Game? .016 012 9.1e-03 011 4.4e-03
(0.01) (0.01) (0.01) (0.01)  (0.02)

Controls? No Yes Yes Yes Yes
Weekly fixed effects No No Yes Yes Yes
State-team fixed effects No No No Yes Yes
Observations 165,867 163,213 163,213 163,213 79,508
Games Included All All All All Home

Linear probability model estimation. Dependent variable coded as 1 if life satisfaction answered
as "Very satisfied" and 0 as "Satisfied". Answers "Dissatisfied" and "Very Dissatisfied" dropped
from the dataset.

Standard errors adjusted for clusters at the county level in parentheses.

Significance levels: * p < 0.10, ** p < 0.05, *** p < 0.01

1A win by a team expected to lose by at least 9 points given the pre-game betting spread.

2 The post-game window is a period of three days after the last game was played.

3 Controls include football variables and an individual’s personal, economic and health variables.
See Table 1.C.4 for results including all football-related covariates and Table 1.D