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Abstract

We empirically assess whether firms face economies and/or diseconomies of scale with
respect to air pollution control by evaluating the effects of production on firmlevel air
emission levels using a panel of Czech firms during the country’s transitional period of 1993
to 1998. By estimating a separate set of production-related coefficients for each individual
sector, the analysis permits economies/diseconomies of scale to differ across sectors. More
important, the analysis allows these scale effects to vary over time, which seems critical in
the context of a transition economy, as the Czech government was tightening air protection
polices by imposing more stringent emission limits and escalating emission charge rates. To
assess whether these tighter policies expanded economies of scale, the analysis controls for
heterogeneity across individual firms by examining intrafirm variation in emissions and
production.

Abstr akt

Empiricky posuzujeme, zda maji firmy vynosy z rozsahu ve vyrobé vzhledem k emisim a
odhadujeme vztah mezi vyrobou a emisemi s vyuzitim panelovych dat ¢eskych podniki z let
1993 az 1998. Odhadnutim separatnich regresnich koeficientll pro kazdé odvétvi analyza
umoznuje porovnat vynosy z rozsahu mezi sektory. Vynosy z rozsahu se téZ mohou ménit v
Case, coz je dilezita dimenze v transformacnich ekonomikach, kdy dochazelo ke zptisnéni
emisnich limith a narGstu poplatkll za znecisténi. Abychom posoudili, zda pfisnéjsi emisni
limity mély vliv na vynosy z rozsahu, bereme explicite do uvahy heterogenitu firem pomoci
vnitropodnikové varice v emisich a ve vyrobe¢.
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1. Introduction

Several recent economic studies empirically exarnmadactors driving corporate
environmental performance, generally measured bytpat emissions, in mature market
economies (Foulon et al., 2002; Konar and Cohe@]2Rhanna and Damon, 1999) and
transition economies (Wang and Wheeler, 2005; Blaffe, 1999). While some of these
studies include production as a control variablthair empirical analysis (Foulon et al.,
2002; Khanna and Damon, 1999; Magat and Viscu€0}%hey fail to scrutinize the
important relationship between pollution and prdaucand whether this relationship
varies over time, which seems very important faaasition economy.

In stark contrast to previous studies, our studgaly examines the pollution-
production relationship by analyzing firm-level @awnmental performance, as measured
by air pollutant emissions, in the transition eaoy®f the Czech Republic during the years
1993 to 1998. In particular, our study assessestiveh Czech firms faced economies
and/or diseconomies of scale with respect to pgoltutontrol by evaluating the effects of
production on air pollutant emissions. Economiestale exist when increased production
prompts a decrease in the marginal amount of pofyter production unit (i.e., emissions
are rising at a lesser rate than production); disemies of scale exist when the opposite
occurs. By estimating a higher-order polynomialdiional relationship between pollution
and production, the analysis allows both econorares diseconomies of scale to exist
depending on the level of production. By estin@tinseparate set of production-related
coefficients for each individual sector, the anaslysermits economies/diseconomies of
scale to differ across sectors. More importaetatialysis allows these scale effects to vary
over time.

As with several countries in Central and Eastermmope, the context of the Czech

2 Dasgupta et al. (2002) use the number of fadiityel employees to divide Mexican air polluting
facilities into three size categories and then sssehether emission intensities, as measured ksydbn
particulate matter per employee, differs acrossibe categories, while controlling for industry.
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transition economy is highly interesting for anesssnent of pollution control. The Czech
Republic had a substantially degraded environnmethie 1990s, in particular, poor ambient
air quality and high air pollution levels (World Bg 1992). In addition, the Czech

government needed to reduce industrial air pollugamissions in order to qualify for

membership in the European Union (EU). In respdnspublic concern and later in

anticipation of EU accession, between 1991 and 1888 country’s government was

tightening air protection policies. In particulérywas requiring new stationary emission
sources to meet stringent emission limits basedheninstallation of state-of-the-art

treatment technologies and forcing existing staigremission sources initially to meet
“currently attainable” emission limits and eventy&b meet new source limits (by the end
of 1998), all while steadily increasing emissioraigje rates on all stationary emission
sources. Consistent with the escalating protegiaities, investment in environmental

protection as a percent of gross domestic prodiidof) rose dramatically after 1991 and
declined substantially after 1998, returning to-pamsition levels by 2000. In keeping
with this increased investment, throughout this egmeriod, aggregate air pollutant
emissions declined dramaticafly.

Our exploration of production scale effects in thassition context helps to assess
the effectiveness of the tighter air protectionigges at prompting improvements in the
relationship between production and emissionsectinomies of scale expand in either
scope or intensity (or diseconomies of scale shiaskpolicies tightened, then these new
protection policies would seem more effective thtrerwise’

Our results indicate that, in general, as produactises, the average Czech firm

3 Since the Czech experience with poor ambienq@édity, initially high air pollutant emission
levels, tightened air protection laws, substasetiaission reductions, and pending entry into theE similar
to other countries in Central and Eastern Europestudy of the Czech Republic may be represestativ
other countries in the region during its transitpmriod towards EU accession.

4 One previous study — Earnhart and Lizal (2006mgsesses the relationship between pollution and

production. However, this previous study doesexamine whether this relationship varies over tone
across sectors, control for heterogeneity acratigidual firms, or assess policy effectiveness.
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enjoys economies of scale. However, in at leastyear, the average Czech firm faces a
mixture of economies and diseconomies of scalert#pg on the production level. In one
exceptional year — 1998 — the average Czech ficoentered no appreciable relationship
between emissions and production, indicating therage firm’s amount of pollution
appears relatively fixed, with no substantial liakariation in production. (The exception
of 1998 may not be surprising since Czech GDP drd@p8% in 1998 after a smaller
decline in the preceding year 1997.) From onegaative, this last result complicates our
ability to assess scale effects. From anotherpeets/e, this result may reveal that
increases in production do not lead to additiomaissions, implying a great degree of
pollution control when protection polices were misingent in the sample period. These
initial results stem from an estimation that doatdistinguish production effects by sector.
Sector-specific results indicate that the producticale effects differ dramatically across
sectors. Specifically, both the metals sectortha@nergy sector enjoy economies of scale
at lower production levels, while facing diseconesf scale at higher production levels.
In contrast, the chemicals sector encounters rregit@nomies nor diseconomies of scale
with an apparent proportional relationship betwesnissions and production. As
important, the sector-specific results reveal tigtiter protection policies had either a
mixed or negligible effect on the emission-prodoctielationship.

The next section develops a simple framework falewstanding production scale
effects. Section 3 describes the database onldivel-air pollutant emissions and
production. Section 4 estimates and interpretsetifiects of production scale on air

pollutant emissions. The final section concludes.

2. Scale of Production: Economies and/or Diseconomies of Scale
2.1. General Framework
The analysis assesses whether firms face econamisr diseconomies of scale

with respect to pollution control by constructingetlevel of pollution, denotep, as a
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polynomial function of production, denotgd

First-Degree Polynomial: p & + By, (1a)
Second-Degree Polynomial: po=t+ By + yy? and (1b)
Third-Degree Polynomial:  p & + By + yy? + 8y°, (1c)

whereo denotes a constant term. While equation (1a) doégermit assessment of
whether a firm faces economies or diseconomiesadé sthis equation permits assessment
of the overall relationship between production agmhissions based on a linear
approximation. We consider this approximation agya first step in our analysis and as
an alternative specification if both equations @t (1c) appear inappropriate, i.e., neither
the quadratic nor cubic term proves significant.

Equation (1b) permits an assessment of whetherna fiaces economies or
diseconomies of scale but does not permit thissassent to depend on the level of
production. The second derivative with respectrtmpction, denoted’p equals 2. A
firm faces economies of scale if g 0 and faces diseconomies of scale’ib. If the
guadratic parameter is negatiwe<0), then a firm faces economies of scale regasdbf
the production level, as shown by Figure 1.chdfquadratic parameter is positiyex0),
then a firm faces economies of scale regardlesgegdroduction level, as shown by Figure
1.d.

[Figure 1 here]

In contrast, equation (1c) permits an assessmestadé economies that depends
on the level of production. The second derivatiid respect to production is'pg= 2y +
60y. The quadratic and cubic production parameteasdd, and the production levej,
collectively determine whether a firm faces ecoresror diseconomies of scale. If the
guadratic parameter is negatiye<0) but the cubic parameter is positige>(0), the sign
of p” and thus the production scale effect depends®fetrel of production. Figure 1.a
demonstrates that as production increases, a ifistfdices economies of scale then later

diseconomies of scale a$ phifts from negative to positive once producti@tdmes
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sufficiently high for the cubic term to dominati.the quadratic parameter is positive (

> 0) but the cubic parameter is negati¥e<(0), the sign of pand the production scale
effect again depends on the level of productiagurfe 1.b demonstrates that as production
increases, a firm first faces diseconomies of db@&le later economies of scale. If both the
guadratic and cubic production parameters are neg&t < 0,6 < 0), then g is
unambiguously negative and a firm faces econonfissade regardless of the production
level, as shown in Figure 1.c. If both parameteespositivey{ > 0,5 > 0), then p is
unambiguously positive and a firm faces diseconemigcale regardless of the production
level, as shown in Figure 1.d.

Figure 1 displays a variety of emission-productielationships. The main text
describes the primary relationships shown in Figurgigures 1.c and 1.d also display four
remaining possibilities that are relevant whenegithe quadratic or the cubic parameter
equals zeroy(= 0 ord = 0), which applies when either the estimated catador cubic
parameter is insignificantly different from zerd.the cubic term equals zero, then the
third-degree polynomial becomes identical to theoed-degree polynomial. Thus, the
guadratic parametey) alone dictates whether a firm faces economiesaconomies of
scale; consequently, the identified scale effeah@ependent of the production level.
Figure 1.c displays the case of economies of §gated,5=0), and Figure 1.d displays the
case of diseconomies of scaleX 0,6 = 0). If the quadratic term equals zero, then the
cubic parameteb] alone dictates whether a firm faces economidsseconomies of scale,
and the identified scale effect is independenhefgroduction level. Figure 1.c displays
the case of economies of scate=(0,6 < 0); Figure 1.d displays the case of diseconomies
of scale ¢ = 0,6 > 0).

This basic framework cleanly displays the posgibsgiof scale economies and scale
diseconomies but does not explain the reason$ér ¢xistence. Given our empirical
focus, we do not construct a formal theoretical etdalt instead draw upon the vast

literature that examines returns to scale involtireggstandard relationship between output
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and inputs. This literature identifies two maimces: (1) an increased scale permits a
greater division of labor and a specializationurfdtion, and (2) an increased scale entails
some loss in efficiency because managerial oversigaly become more complex
(Nicholson, 1992). While not exhaustive, this shist facilitates our empirical objective.

For conceptual insight, we draw upon the vastditeme that examines returns to
scale in the standard context: identifying thetrefeship between output and inputs. The
relationship examined here is analogous to thredstal relationship as long as we interpret
pollution as the “output” of a “bad” (rather thatigwod”) and “production of the good” as
the input into the generation of the “bad.” Thalagy between output of a “good” and
output of a “bad” is obvious. The analogy betwaen standard input and “production of
the good” is straightforward if one views “producti as a “composite input,” i.e.,
production reflects the outcome of combining mugtimputs.

Given this pair of analogies, we draw upon theteelgheoretical literature, starting
with Adam Smith’s seminal research on returns talesand followed by classical
theoretical studies, such as Douglas (1948), 3t{@@51), and Ferguson (1969). These
theoretical studies identify two main forces afiiegtreturns to scale. First, an increased
scale permits a greater division of labor and aigfieation of function (Nicholson, 1992).
Second, an increased scale entails some lossigeeffy because managerial oversight
may become more complex (Nicholson, 1992). Pigwintly, the difficulties of managing
alarge-scale operation, especially maintaininglgmemmunication between managers and
other workers, may eventually lead to decreasdbhanproductivity of both labor and
capital; for example, e.g., poor communication nsdke workplace more impersonal, thus
lowering morale (Pindyck and Rubinfeld, 1989). @tforces affect returns to scale. As
a positive force, a larger scale of operation mayegate increasing returns to scale by
allowing firms to exploit more sophisticated, laxgale factories and equipment; as a
negative force, a larger scale of operation mayt litme entrepreneurial abilities of

individual managers and other workers (Pindyck Rotinfeld, 1989).
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Consistent with these described forces, the stdndigpiction of returns to scale
reveals economies of scale at lower levels of prtdn, where the positive forces of
division of labor and specialization dominate, tyg$ depiction reveals diseconomies of
scale at higher levels of production, where the exaeasing difficulties of managing an
unwieldy operation dominate. This standard depicts reflected in Figure 1.a. Since
pollution represents a “bad” rather than a “godH¢ curvature of Figure 1.a is a mirror
image of the curvature from the standard depictldowever, this standard depiction may
not hold in all cases. For example, some firms neaser face any meaningful managerial
difficulties that are associated with larger scalesperation, at least within any relevant
range, so economies of scale may exist at all aelgyroduction levels, as shown in Figure
1.c. Lastly, neither economies nor diseconomiegalle may exist. According to Pindyck
and Rubinfeld (1989, p. 185), if no inputs are weignd all inputs are fully available as
the scale of operation increases, “...then consénins to scale are guaranteed.”

With proper interpretation, this insight on returtts scale for the standard
relationship between output and inputs also appti¢ke relationship between pollution
and production. First, the division of labor apd&alization certainly applies to pollution
control; as the scale of operations increases,@®raps are able to specialize in pollution
control in general and eventually air pollution tohin particular. Second, only larger
firms may be able to justify the exploitation of resophisticated, large-scale pollution
abatement technologies. Third, a larger scalepefaiion may undermine managers’
abilities to communicate pollution control dire@ssto workers. Fourth, larger firms may

limit the scope of entrepreneurial approaches tlugon control.

2.2. Transition Economy of The Czech Republic
We utilize this basic framework to examine the @ef production scale on firm-
level air pollutant emissions using data on Czé&chs between 1993 and 1998, which is

an ideal time period for our study. First, the @z&epublic had a substantially degraded
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environment, especially poor ambient air qualitigrahe collapse of communism (World
Bank, 1992). Inresponse to public concern, Cgeslernment authorities took substantial
and effective steps to decrease air emissions diGathaduring the period 1991 to 1998
(Czech Ministry of Environment, 1998). Specifigallhe Czech government raised the
emission charge rates imposed on the four air faslta examined in this study and lowered
the permissible emission limits imposed on souofabe same air pollutants. Figure 2
displays the downward trend of economy-wide airsmions over this period. A substantial
decline in economic activity in the early 1990spseto explain part of this trend. In
addition, firms’ pollution control efforts, such ake installation of electrostatic
precipitators (“scrubbers”) and fuel switching, mago explain much of the displayed
reduction in air pollution (World Bank, 1999).
[Figure 2 here]

Second, consistent with this focus on pollution toanefforts, investment in
environmental protection was most important duthngperiod between 1992 and 1998,
as shown in Figure 3. As a percentage of Czedsgiomestic product (GDP), investment
rose dramatically after 1991 from a level of 1.2%&atpeak of 2.5% in 1997 and tailed off
after 1998 back to a pre-transition level of 1.192800.

[Figure 3 here]

Third, the Czech Republic was attempting to eriterEU during this period and
was required to reduce its industrial emissiongualify for membership.

These aspects of the Czech transition period prampb examine the possible
effects of tighter air protection policies on thelationship between production and
pollution. The tightening of Czech air protectipalicies most likely prompted Czech
firms to lower their air pollutant emissions to soraxtent by investing in cleaner
production technologies, better abatement techiedpgnd/or environmental management
systems. These investments may have influenceaeldienship between production and

pollution. In particular, one would hope that thesvestments expanded the range or
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intensity of scale economies. Based on our baaimdwork, we pose this empirical
guestion: As air protection policies tightened @adluting facilities were prompted to
reduce their air pollutant emissions, were faeitmore greatly exploiting the division of
labor and specialization and/or mitigating theaiincy loss of complex oversight so that
scale economies expanded in scope or intensity?

When answering this question, we do not attemipietiatify the sources of any scale
effects, e.g., complex management. In particuar,do not assess the various factors
affecting a facility’s pollution level that are loénced by the level of production.
Production presumably indirectly affects the padintlevel by influencing a facility’s
decisions concerning its production technology )i (gput quality [Q(y)], and abatement
effort [A(y)]. We could construct a more compresi@e pollution function that explicitly
incorporates these additional explanatory factpedy,G(y),Q(y),A(y)]. Instead, we
choose to telescope this more general relationstapghe basic relationship: p=f(y). With
this telescoping in mind, the presence of econofoiediseconomies) of scale in pollution
control may actually stem from economies (or disecoies) of scale with respect to
production technology, input quality, and/or abatemeffort. We do not attempt to
identify the channels connecting these elementgpalidtion as our data do not allow it.
Indeed, this identification is not necessary farabjective as we explore a highly reduced
form of emissions.

Given this perspective, we purposively exclude &eglanatory factors, such as
abatement effort. Thus, we are clearly not corestabout omitted variable bias. Rather
than claiming that our analysis isolati® effect of production independent of other

influences, we are claiming that the effect of ptebn reflectsll of the noted influences.

Consistent with our simplification regarding theission-production relationship,
we also simplify the analysis connecting air protectpolicies to the emission-production
relationship. Rather than examining the specifilicges, we simply allow the emission-

production relationship to vary over time as thet@ction policies tighten.
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We do not analyze direct links relating tighter pnotection policies to the
emission-production relationship for two reasonBirst, any conceptual analysis is
complicated by the multiple dimensions that we irthrough the scale of operation as
captured by the production level. In particulbg link between production and pollution
stems from choices made regarding the use of ptietutechnologies, abatement
technologies, environmental management systemsaattthe noted policies most likely
affected all of these choices, yet we only analljeeoutcome of these many choices. Thus,
we do not attempt to derive formally policy-relategpotheses.

Second, empirical testing of any hypotheses deffimespecific policies would be
difficult since tighter protection policies werepigd simultaneously. On this point, we
acknowledge that our analysis may not be ableatuitably isolate the effect of tighter air
protection policies since other important elememése changing over this same time
period. Nevertheless, we argue that protectioitigsl are the primary element changing
over the sample period with respect to the emisproduction relationship.

Lastly, we argue that we are still able to asseake £conomies and diseconomies
in the presence of air protection policies becahsemethods used to impose emission
charges and establish source-specific emissiortslinm general, do not depend on
production levels. Most obviously, emission charmges do not depend on the level of
production. As important, Czech environmental tagus established source-specific
emissions limits based on either a concentratiamdstrd (e.g., milligrams of pollutant per
liter of air) or a per production unit standardy(etons of pollutant per ton of product) by
scaling one of these standards according to theateg flow of air or production. Since

neither standard depended on the production levelearly all cases, the established

® still, we could provide some indicative guidamdeen assessing possible effects of these policies.
For example, escalating emission charge rates &g allowed smaller firms to justify the instaltatiof
more sophisticated abatement technologies. Adanekample, tighter effluent limits may have proedp
firms to develop an environmental management sythaitrhelps track compliance yet involves largedix
costs, which can be better amortized across arlapgFational scale. This illustrative list istheir complete
nor definitive.
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source-specific limits reflected a proportionalateinship between production and

emissions.

3. Data on Emissions and Production
3.1. Panel Data on Emissions and Production

To examine production at Czech firms, we gathea ttatn a database provided by
the private data vendor Aspekt. From this databhasegather balance sheet and income
statement data for the years 1993 to 1998, alorth wifirm’'s primary sectoral
classification. The Aspekt database includesiaiis traded on either the primary or
secondary market and a majority of the remainingg&zech firms. This comprehensive
database has been used by previous studies of fdnedbvel performance (Claessens and
Djankov, 1999; Weiss and Nikitin, 2002; Hanousekaét 2007; Djankov, 1999).
Production is measured as production value in tefrf@zech Crowns. To compare across
the six years of the sample period, we adjust tleelyction value using the Czech
Consumer Price Index with 1998 as the base year use of a fixed effects estimator (see
Section 4.1) controls for any firm-specific var@tiin prices. As important, interactions
with year indicators allow us to interpret prodoativalues as production quantity.

We also gather data on air pollutants emitted byciZacilities during the years
1993 and 1998. The included pollutants are carbonaxide (CO), sulfur dioxide (S{
particulate matter (PM), and nitrous oxides (INQvhich represent the main and most
heavily regulated pollutants in the Czech Repubiijlar to other industrialized nations.
The Czech Hydrometeorological Institute’s REZZO4dtathase includes emissions for
large, stationary sources at the unit level. Tistitute aggregates emissions to the level
of each facility before publicly releasing the datée further aggregate emissions across
all facilities associated with a single firm. Thtise analysis links firm-level emissions
data with other firm-level data, consistent witBypous studies of firm-level environmental

performance (Konar and Cohen, 1997; Konar and C&®#1; Earnhart and Lizal, 2006a;
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Khanna and Damon, 1999; Khanna et al., 1998; AandaCason, 1995; Arora and Cason,
1996). We add the four pollutants into one comeasieasure of air emissions, similar to
previous studies of environmental performance (Kand Cohen, 1997; Konar and Cohen,
2001; Earnhart and Lizal, 2006a; Khanna and Darh®89; Khanna et al., 1998; Arora
and Cason, 1995; Arora and Cason, 1996).

In order to generate the largest sample possillécegvoid a sample selection bias
due to attrition, we create an unbalanced parfehofyear observations for the time period
1993 to 1998. After merging the production datiaasel the air emissions data set, we
screen for meaningful data by applying the follogvieriteria: non-missing emissions,
positive production value, positive total assets| positive fixed assets. This merger and

screening generates an unbalanced panel of 2,&22wattions from 631 firms.

3.2. Descriptive Statistics

Table 1 summarizes the data. Table 1.a summarzssiens and production value.
Table 1.b disaggregates the emissions data by y@ansistent with the economy-wide
statistics shown in Figure 2, over the six yearthefsample period, per-firm emissions
declined. In 1993, the average firm emitted 1,28 of pollutants. Between 1993 and
1998, the mean value steadily and monotonicalliiuied. By 1998, the average value had
dropped to 774 tons. The average firm’s emissidansity — emissions divided by
production — also steadily and monotonically desdinver this period from a level of 0.70
to 0.42. These differences indicate that allowting functional relationship between
emissions and production to vary over time is waed. Table 1.d displays the distribution
of firms by industrial classification and demoasss that per-firm emissions and emission
intensity differ dramatically across the variety s#ctors. These differences seem to

indicate that controlling for sectoral variatiommgortant. Table 1.c distinguishes per-firm

6 Preliminary analysis indicates that use of agraéitive measure of emissions —an emission charge-
weighted sum of air pollutant levels — generateseaably similar estimation results.
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emissions and emission intensity by both year @utios, with a focus on key sectors.
Certain sectors display a dramatic decline in emssitensity over time, such as the
transport equipment manufacturing sector, whileeosectors display little variation in
emission intensity over time, such as the non-rietalineral products manufacturing
sector. These differences seem to indicate thatamsideration of time variation in the
emission-production relationship should be serssitbvsectoral distinction.

[Table 1 here]

4. Econometric Analysis of Air Pollutant Emission Levels
4.1. Econometric Structure

In the econometric models, the dependent varighlelenotes the amount of
pollution emitted by firm in time period. Emissions most likely depend strongly on the
level of production, denotag. Production enters in three terms: lingg, Quadraticy,?),
and cubicy,®. To control for variation over time, we incluela indicator for each year
between 1994 and 1998, with 1993 as the benchmali&ctively denoted as vectdr To
control for sector-specific variation, we genetatendicator for each sector displayed in
Table 1.d, collectively denoted as vecxar Without additional manipulation, the fixed
effects estimator, which is described below, sutesiiine effects of sectoral indicators into
its firm-specific fixed effects because the sedtwas not vary over time for a specific firm.
For this reason, in the first stage of analysis,igv®re the sectoral indicators. In the
second stage, we fully incorporate these sectodatators to the extent possible within the
fixed effects estimator.

Given this notation, we formulate the followingekrpolynomial (in production)

econometric specifications:

1t Degree: p= o, +PYy,+trT/+e, (2a)
2”"-Degree: P= o +By, +y yit2 +tk T+ 6§, (2b)
3rd'Degree: P= o +By, +y yit2 +0 yit3 +x T+ §, (2c)
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whereq; denotes the firm-specific intercept agdlenotes the error term.

Production may be endogenous with respect to pofiutWe address this concern
in three ways. First, we use Granger causalitg tesdemonstrate that production appears
to Granger-cause emissions, yet emissions do pegapo Granger-cause production, i.e.,
the Granger causality test statistics reject tiiehgpothesis of zero influence in the former
case but cannot safely reject the null hypothesiem influence in the latter case.

When testing for Granger causality, we consistemsly two lags of the variable
whose causality is being assessed while varyingineber of lags — one or two — in the
control variable. Regardless of the specificatibthe time lag for the control variable, we
find that emissions never Granger-cause productidre p-values for these Granger test
statistics are above 0.95, strongly indicatingalok of any relationship. Moreover, the p-
values for the individual coefficients are neadyhagh; they are above 0.80. On the other
hand, production can Granger-cause emissions. mtevidual lag coefficients on
production are significant for both specificatiotigy are even close to the 5% significance
level for the one-lag specification, with p-valwd®.051 and 0.053. The p-values for the
joint tests indicate significance levels that angeyclose to the 10% critical threshold; the
p-value equals 0.102 and 0.149 for the one-lagifsgetton and two-lag specification,
respectively.

We employ a fixed effects estimator to generatesg¢h@ranger causality test
statistics. Consequently, we must address thétfatthe presence of lagged values of the
dependent variable on the right-hand side of thatons used to test the Granger causality
in a dynamic panel data framework can lead to isisb@nt parameter estimates unless the
time dimension of the panel is very large (Nerldu@67; Nickell, 1981; Keane and Runkle,
1992). Anderson and Hsiao (1981) propose usingetiggged levels of the right-hand side
variables as instruments. Kiviet (1995) estabbste superiority of using twice-lagged
levels over lagged differences and suggests amattee approach that involves direct

calculation of biases and correction of the legsiases estimates. Simulation results in
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Judson and Owen (1999) show that Anderson-Hsiamatstrs, while the least biased
among the available alternatives, are considertdsy efficient than the alternative
proposed by Kiviet (1995). Fortunately, simulatresults by Judson and Owen (1999, p.
13) also show that the bias problems are almosegntoncentrated in the coefficient of
the lagged dependent variables, while biases icdk#icients of independent variables,
which are the variables important for the test,"egtatively small and cannot be used to
distinguish between estimators [including OLS]# dum, we elect to ignore the bias
corrections in the Granger-causality tests forfolowing reasons. First, we are not
interested in point estimates of the noted coeffits. Second, any correction for biases
would result in a significant loss of efficiencyatrwould damage our ability to assess the
causal relationships. Third, the coefficient biasmost likely small. Fourth, the
unbalanced panel nature of the data greatly coatpkcthe bias correction provided by
Kiviet (1995).

Thus, with some confidence, while acknowledgingtepossess only a very short
time span for testing, we can eliminate any conabout a simultaneous determination of
production and pollution and focus our concerrnereindogeneity of productidrSecond,
previous studies of environmental performance a®omrporate a contemporaneous
measure of production as an explanatory factorliaitlp treating production as pre-
determined with respect to pollution (Mickwitz, Z0~oulon et al., 2002; Bluffstone,
1999; Khanna and Damon, 1999; Magat and ViscuSQWL9T hird and most important, we
implement the Hausman test for exogeneity (Woob#jd2002). The Hausman test

statistic fails to reject the null hypothesis obggneity in each specificatidn.

" The test statistics and associated conclusions@nsistent with the nature of pollution as a
byproductof production.

8 The test statistics are 1.01, 0.22, and 0.2peaively, for equations (2a), (2b), and (2¢); huea
are 0.32,0.83, and 0.80. To generate these Hawusstsstatistics, we use several instrumentsradyction:
linear, quadratic, and cubic terms for precedinglstevels, equity, total assets, short-term amg-@rm
liabilities, and short-term and long-term bank Iaalong with the fixed to total assets ratio, éemtion to
fixed assets ratio, and intangible to tangible dixessets ratio. The failure to reject the nulldtiapsis of
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To accommodate the panel data structure, we estggaiations (2a), (2b), and (2c)
using a fixed effects estimator since it dominates other standard panel estimators:
pooled OLS and random effects. Results from afsEttests of fixed effects, which are
reported in Table 2.a, indicate that pooled OL3essffrom omitted variable bias due to
excluding firm-specific intercept terms. Resulsnh a set of Hausman tests of random
effects, which are shown in Table 2.a, indicate tha random effects estimates are
inconsistent in all cases. In contrast, fixed@Hestimates are consistent by design. The
fixed effects estimator controls for heterogenaityoss individual firms.

We allow the functional relationship between ensissiand production to vary over
time by interacting each of the three productiomte-y,, y,?, andy,’ — with each of the
five year-specific indicators,, Tos, Toe To7, andTge. Then we insert the interactive terms
into equations (2a), (2b), and (2c). For examgfeer inserting the interactive terms into
the third-degree polynomial, the regression equadtiecomes the following:

Pe= o +BYe Yy Y +OY S+ T +T [y, T+ O [y T/ 1+ Ely’T/ 1+ e . (3)

This standard fixed effects model indirectly esti@sathe coefficients associated

with the vector of sectoral indicators.

,» Bince each sector-specific coefficient equals the

average value of the firm-specific intercept cardints associated with a particular sector.
Thus, the first step of analysis controls for sedtwariation by allowing the emissions-
production curve to shift up or down.

As the second step, we extend this consideratisaabral variation by modifying
the fixed effects estimator. First, we interae sectoral indicators with each of the three
production terms. By utilizing the full set of $exal indicators, the analysis generates a
coefficient set for each sector. Fixed effectsmaion of each sector-specific sub-sample
separately generates coefficient magnitudes thatidentical to those reported here;

however, the chosen approach improves the effigiefithe estimates, i.e., lower standard

exogeneity is robust to the selection of instrurment
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errors (and considerably so). By incorporatingdbetoral interactions, the relationship
between emissions and production is more unifomosadirms because they operate in the
same sector, thus, possessing similar productidrmbatement technologies and utilizing
comparable production and pollution management ousth

Second, the analysis interacts each of the septmifg production terms with the
set of year indicators. This approach allows thésion-production relationship to vary
over time and across sectors; i.e., this approaamifs technological change to alter the
production scale effects and to impact variousseto a different degree and at a different
pace.

Third, the analysis interacts the sectoral indisatath the year indicators, which
allows year-specific intercepts to vary across@sctGiven the construction of the fixed
effects estimator, no general intercept term exibtstead, the model includes only a set
of firm-specific intercepts. Thus, the year-speciintercepts represent temporal
adjustments to the firm-specific intercepts thathago all firms uniformly. By interacting
the year-specific intercepts with the sectoralgathrs, the analysis allows the firm-specific
intercepts to adjust over time in a manner consistéth the sector of the specific firm.
With proper interpretation, this accommodation imeglthat changes in the regulatory
climate may alter the connections between firm-gjge¢ime-invariant features and air
pollution control in a manner consistent with te&evant sector rather than all sectors in
general.

Based on the estimation results involving the nsesaictor, independent of the
emission-production relationship, emissions fekotime, in general, as shown by the
year-specific intercepts, with 1995 as the exceptidRelative to 1993, emissions are
significantly lower in 1997 and 1998 (p=0.018, GRA he decline between 1996 and 1997
is also significant (p=0.013). This overall deeliseems to indicate that by the end of the
transition period Czech firms in the metals sehtw lowered their pollution in ways not

related to production scale effects. Based orestienation results involving the energy
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sector, independent of the emission-productionticelahip, as shown by year-specific
intercepts, emissions are comparable to their 1888 with the exception of 1997, which
is significantly lower (p=0.01). Nevertheless,dbesame intercepts indicate significant
year-to-year differences — up, down, up — betwkeryears 1995 to 1998 (p=0.10, 0.0002,
0.005). These differences indicate that the enfengng’ control of air pollution in ways
not related to production scale effects does npeapsensitive to the progression of the
Czech transition.

After generating these interaction terms, we ingenn into equations (2a), (2b),
and (2c). For example, after inserting the inteoaderms into the first-degree polynomial,
the regression equation becomes the following:

Pe= o+ [yitxj T+x [Ttlxj 1+T [yitTtlxj T+e . (4)

This second analytical approach generates estimaéisults for each separate
sector. A full evaluation and assessment of theltefor all19 sectors shown in Table 1.d
seems unwarranted. Instead, we focus on a snsaltset of five important sectors:

(1) Manufacturing of Food Products, Beverages, Botatacco (“foods”);

(2) Manufacturing of Chemicals, Chemical Produasd Synthetic Fibers

(“chemicals™);

(3) Manufacturing of Basic Metals and Fabricateda&ll@roducts (“metals”);

(4) Manufacturing of Transport Equipment; and

(5) Energy: Electricity and Natural Gas (“energy”).

Three sectors represent heavy polluters sincertiidyas the three largest Czech sectors
in terms of air pollution. The energy sector ciintres an amazing 42% of all sample-wide
emissions, the metals sector contributes 21%, leaa@hemicals sector contributes 14%
(see Table 1.d). Collectively, these three sectongribute an astounding 77% of sample-
wide emissions. Similarly, the average firms ias three sectors emit air pollutants at
levels far above the sample average of 962 tonggaer The average energy firm emits

6,677 tons — almost seven times the sample avetlagegverage chemicals firm emits
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2,732 tons, almost three times the sample averéje.average metals firm emits 1,703
tons. As important, these three sectors invessadily into environmental protection
efforts during the sample period (Czech Ministrizafironment, 1999). The energy sector
alone represented almost 50% of all air-relatedgrenmental investment during the 1994
to 1999 period (Btha et al., 2005).

To complement these three heavy polluting secteesadd two relatively light
polluting sectors. The foods sector and the trarigmuipment sector contribute only 2%
and 1% of sample-wide emissions, respectively, eMkir average firms emit only 150
and 152 tons per year, respectively, as shownlteThd. In addition, the foods sector is
large; it contains the most firms of any sectooldf the sample.

In contrast to the positive reasons for selectirgdhosen five sectors, negative
reasons exist for purposively choosing tmoexamine the other 14 sectors.

First, we purposefully avoid excessively light pithg sectors mostly because our
analysis requires sufficient variation in the degemt variable. For example, the average
construction firm emits only 42 tons, less than &@he sample average of 962 tons. In
addition, these light polluting sectors appear‘tdean” to warrant consideration, at least
for the purposes of policy analysis.

Second, we avoid disparate sectors. Certain seatersimply too disparate to
generate any meaningful analysis of the partigranp of firms; the manufacturing n.e.c.
sector represents the most extreme example. Rispsectors belie the claim that sectoral
distinction helps the analysis to better captueeaimission-production relationship given
greater uniformity across the examined firms. (THst three sectors shown in Table 1.d
arguably represent the most disparate sectorsisapople. Given the small sample sizes
of these sectors, we combined these already digpseators into an even more disparate,
but sufficiently large, set of firms for the purgsf estimation.) Consequently, we do not
evaluate disparate sectors. Nevertheless, oualiamalysis examined two moderately

disparate sectors: the machinery and equipment. nre@anufacturing sector (hereafter
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“machinery and equipment sector”) and the non-rhetalinerals manufacturing sector
(hereafter “non-metallic minerals sector”). Wemkaed these two particular moderately-
disparate sectors because their large samplestzastted us to demonstrate with some
confidence the otherwise assumed claim that safftalisparity undermines the ability to
connect emissions and production. We utilized Isetttors for this one purpose in order
to assess the robustness of the demonstratioomaiclinery and equipment sector is a
relatively light polluter, with an average annuatission level of 166 tons per firm, while
the non-metallic minerals sector is a relativelyde@te polluter, with an average annual
emission level of 542 tons. Consistent with oairal that the dimension of disparity is
important for the analysis, our initial analysisramstrates that we are not able to estimate
a statistically significant relationship between igsions and production for either
moderately disparate sector.

Third, we do not assess three particular sectdfg agriculture, hunting, forestry,
fisheries; (2) mining and quarrying; and (3) mawtidang of coke and refined petroleum
— due to their tiny sample sizes, which are shawhable 1.d. The loss of the first sector
need not undermine the policy relevance of ounaigsince the average firm in this sector
emits a relatively very small amount (16 tons, pgased to the sample average of 962
tons) and contributes only 0.01% of all emissiansur sample, as shown in Table 1.d.
The loss of the other two sectors at first may piddly undermine the study’s policy
relevance since the average firm in these two seetoits very large amounts of pollutants,
especially in the mining and quarrying sector.tiraately, the small sample sizes for these
two sectors also imply that policymakers are abladdress the firms in these sectors on
a case-by-case basis rather than relying on ady sfisectors. The mining and quarrying
sector and the coke and refined petroleum manufagtsector contain only 8 and 3 firms,
respectively. Rather than allowing these thre¢osedo undermine the efficiency gains
from our regression approach, we delete the firmshese sectors from our sample.

Regardless of our interest in the remaining sectbes analysis retains all of the other
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sectors in some useful form since their samplessigermit at least reasonable
accommodation in the regression system.

Fourth, we do not evaluate certain sectors forrakioation of reasons argued
above. For example, we do not evaluate the matwrfag of wood, wood products, pulp,
paper, paper products, and publishing and prirgeagor. This sector includes somewhat
disparate sub-sectors, as evidenced by previoasestuocus on only pulp and paper
manufacturing facilities (e.g., Nadeau, 1997). Anpke size of 89 observations is
sufficiently small to constrain our analytical atyilto investigate variation in the
production term effects over time without exhaugtime degrees of freedom, especially in
the third-degree polynomial specification.

We employ the two described analytical approaahggeherate estimation results,

which we examine in the subsequent sub-section.

4.3. Estimation Results
4.3.1. Fixed Effects Estimates: Without Sectoral Distinctions

First, we consider the standard fixed effects essiwith and without interactions
between the production terms and the year indisatétesults from the specifications
lacking these interactions are shown in Table Rasults from the three polynomial
specifications are both qualitatively and quantiedy very similar. Consequently, we
interpret them as a whole. Based on the estimgged indicators, relative to 1993,
emissions are lower in every single subsequent y&&oreover, the difference grows
monotonically over time. Just as important, emissi are significantly rising in
production, as indicated by the linear productienm. Based on the first-degree
polynomial, each additional one million Czech Crawerease in production value leads
to an increase of 0.12 tons of air pollution. Bgluding the quadratic production term, the
effect rises to 0.44 tons; by additionally inclugithe cubic production term, the effect rises

further to 0.51. The quadratic production effacsignificantly negative in both relevant
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polynomial specifications. The cubic productiommedoes not significantly affect
emissions. Collectively, these results indicatat tmissions are generally rising in
production but at a declining rate regardless eftoduction level.

[Table 2 here]

Next, consider the results from the specificatithiad contain interactions between
year indicators and the production terms, as showable 2.b. Rather than tabulating the
production-related coefficient estimates for theeogear of 1993 and the interactions
involving the five-year indicators, we display thyear-specific production-related
coefficients, which represent a simple sum of tagebyear coefficients and the relevant
year interaction coefficients, e.g., “1994 lineaoquction” coefficient = [*1993 linear
production” coefficient] + [“1994 indicator x line@roduction” coefficient]. (Reported
p-values are consistent with the calculated suimaatfivo coefficient estimates.) We assess
the estimation results of the three specificatans whole.

First, we identify general tendencies. The restoisthe linear production
coefficients in general do not differ across thedhspecifications. With the exception of
1998, the linear production effect is significanplysitive for each year. The quadratic
production terms in the second-degree polynomiati§igation are significantly negative
in every year except 1998. The cubic productiomseare negative in all but one year and
significantly so in three years; in the exceptiogabhr of 1997, the cubic term is
significantly positive.

Second, we utilize the year-specific coefficients denerate year-specific
conclusions. We focus on the highest-order sgatitin with a significant corresponding
term unless a lower-order term is questionable.1883, the cubic production term is not
significant in the third-degree polynomial. Fotltb@994 and 1996, the cubic production
term is significant but the quadratic productiamrtés insignificantly positive in the third-
degree polynomial yet significantly negative in #egond-degree polynomial. Based on

this pattern, we conclude that the second-degrgm@mial dominates the third-degree
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polynomial for 1993, 1994, and 1996. Thus, emissiare generally rising in production
but at a declining rate regardless of the produdgweel so that firms enjoy economies of
scale regardless of the production level (see Eidur).

For 1995, the best specification is not obvioustirkates from the third-degree
polynomial reveal that the quadratic productioreefffis significantly positive while the
cubic production effect is significantly negatittawever, they also indicate that the linear
production effect is insignificantly positive (p20d). If we focus on the cubic term, we
select the third-degree polynomial and generasectimclusion: as production rises in 1995,
firms first face diseconomies of scale but latgogreconomies of scale (see Figure 1.b).
However, if we focus on the linear term, we selbet second-degree polynomial and
generate a conclusion identical to those for 12994, and 1996. For consistency with the
surrounding years, we select the second-degreaquigl.

The 1997 estimates (based on the third-degree o) indicate that, as
production rises, firms first enjoy economies dadle¢while later facing diseconomies of
scale (see Figure 1.a).

The 1998 estimates indicate that no significanati@hship exists between
production and emissions according to any dimendilo@ar, quadratic, or cubic.

In sum, results from the standard fixed effectsmesgtion that includes year-
production interactions indicate that the third4ge&gpolynomial is either unwarranted or
problematic for five of the six years. This higleeder polynomial appears warranted only
for 1997. For the other years, except 1998, thersk-degree polynomial results indicate
that firms face economies of scale regardlessepptbduction level; the same conclusion
is based on the results from the specificationkitecyear-production interactions. In
1998, firms faced no appreciable increase in eonssas production rose. Thus, the

inclusion of year-production interactions helpsaisetter classify the years 1997 and 1998.
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4.3.2. Fixed Effects Estimates: With Sectoral Distinctions

As the second analytical approach, we assess tinga&sn results generated by
econometric specifications that interact sectardicators with year-specific production
terms and year indicators. Results for the sedestetors are shown in Table 3. Rather
than reporting all of the polynomial specificatidosall five sectors of interest, we report
for each sector only the “best” specification, asda on the significance of the production
terms (e.q., if the linear production term is sfgaint in only the first-degree polynomial,
yet the quadratic and cubic terms are insignifiaatite higher-order polynomials, then the
first-degree polynomial is “best”).

[Table 3 here]

First, we assess the metals sector, for whichhihg-tlegree polynomial is “best.”
As shown in Table 3.a, in every year, the lineadpction term is significantly positive,
the quadratic production term is significantly niagg and the cubic term is significantly
positive. Thus, regardless of the point in thedBzsconomic transition, the metals sector
enjoys economies of scale at lower production Ewehile it faces diseconomies of scale
at higher production levels.

Yet, the quantitative nature of this emission-pithn relationship is changing
over time. In general, the relationship is getttgeper and more curved, with stronger
economies of scale in the lower production levalsstronger diseconomies of scale in the
upper production levels. (In all three dimensial@95 represents an exception to the
overall progression.) The linear production efféses over time. Relative to 1993, the
effect is significantly greater in 1997 and 1998(®001). Moreover, starting from 1995,
the effect rises monotonically through 1998, (digantly between each pair of years
[p=0.001, 0.0001, 0.072]). In contrast, the quadnaroduction effect becomes more
negative over time, indicating stronger economfexcale. Relative to 1993, the effect is
significantly more negative in 1996, 1997, and 1g8$8).0001). Moreover, starting from

1995, the effect drops monotonically through 139@q(ificantly between each pair of years
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[p=0.0001]). Yet, the cubic production effect asaver time too, indicating stronger
diseconomies of scale. Relative to the initiakydd 993, the effect is significantly greater
in 1996, 1997, and 1998 (p=0.08, 0.0001, 0.008hH starting from 1995, the effect rises
monotonically through 1998 (significantly betweertle pair of years [p=0.0001]).

Second, we assess the energy sector, for whickhittedegree polynomial is
“best.” As shown in Table 3.a, the linear prodoictierm is significantly positive in every
year, though the p-values for 1996 and 1998 at@igarginal at levels of 0.14 and 0.13,
respectively. The quadratic production term issigantly negative and the cubic term is
significantly positive in every year. Thus, redass of the point in the Czech economic
transition, the energy sector enjoys economiesaksat lower production levels, while
facing diseconomies of scale at higher productwels, similar to the metals sectors.

Yet, the quantitative nature of this emission-pithn relationship is changing
over time, as with the metals sector. In gendhed,relationship is more curved, with
stronger economies of scale in the lower produdieels but stronger diseconomies of
scale in the upper production levels. In gendnal Jinear production effect does not vary
over time from its initial 1993 level, with an extm®mnally stronger effect in 1997
[p=0.0002]. (Nevertheless, this effect signifidgnaries between the years 1995 to 1998
[p=0.10, 0.0001, 0.0001].) In contrast, the quadnaroduction effect becomes more
negative over time, indicating stronger economfescale. Relative to 1993, the effect is
significantly more negative in every other year®901). Moreover, starting from 1993,
the effect drops monotonically through 1997, whekeeling off in 1998. [Only the drops
between 1993 and 1994 and between 1996 and 199& pignificant (p=0.0001).] Yet,
the cubic production effect rises over time todjd¢ating stronger diseconomies of scale.
Relative to 1993, the effect is significantly gexah every other year (p=0.0001) and rises
monotonically through 1998 (significantly betweeacle pair of years [p=0.0001, 0.07,
0.06, 0.0001, 0.04]).

Since the metals sector and energy sector possesslar emission-production
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relationship, we compare them using F-tests of legfiacts. For this comparison, we
organize the differences in three ways: (#1) wessseparately each dimension — linear,
guadratic, cubic — jointly for all years, (#2) wssass the dimensions jointly for each single
year, and (#3) we assess the individual dimenssapsmrately for each year. When
considering the year-specific effects jointly (#thg two sectors are clearly different in all
three dimensions (p=0.0001). Similarly, when cdasng the production effects jointly
(#2), the two sectors are clearly different in gwsar (p=0.0001). Specifically, each of
the production effects — linear, quadratic, andecubs stronger for the energy sector than
the metals sector in every year (#3); note thattlaratic production effect is "stronger"
when it is more negative. All of these differen@e significant except the linear
production effect in 1996 and 1998. These two ptioas aside, in every year, the energy
sector faces a steeper but more curved emissiatuption relationship.

Third, we assess the chemical sector, for whichfiise-degree polynomial is
“best.” (In the second-degree polynomial, only fiveear production term proves
significant. In the third-degree polynomial, nafiéhe production terms prove significant.)
As shown in Table 3.b, the linear production tetigngicantly and positively affects
emissions in every year between 1993 and 1997.eMexryin 1998, this effect significantly
drops from its 1993 level (p=0.001) and becomeigimificantly different from zerd.
Otherwise, the linear production effect does noy waer time. These results indicate that
the chemicals sector encounters neither econorareiseconomies of scale with a mostly
stable, proportional relationship between emissantsproduction?

Fourth, we assess the foods sector and transpoifiregnt sector, which both

® While insignificant, the coefficient magnitudeogs so much in 1998 that it becomes negative
despite the removal of a single “influential” obgion. When constraining the linear productidie&tfto
be equal over time, the estimated coefficient gmificantly positive (p=0.0001). Thus, the 199&ef
represents the exception, especially since it sgmts the only year of economic recession in thepka
period.

0 The year-specific intercepts reveal a stablerobaf emissions in ways not related to production
scale effects on the part of individual chemicah§.
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represent relatively “clean” sectors. Consisteitt tiis depiction, results for both sectors
strongly indicate that emissions are not a functdnproduction in any dimension
regardless of the polynomial specificatidn(Results for the first-degree polynomials are
shown in Table 3.b.) For both sectors, this casioluis fully robust to the restriction of

the production terms being equal over time, whahnot be rejected based on F-tests.

4.4. Interpretation of Estimation Results

The standard fixed effects estimates support tlewiong conclusions. As
production rises, the average Czech firm enjoys@cunes of scale in general and for most
of the specific years. Estimates indicate thamdiin 1993, 1994, 1995, and 1996 enjoy
economies of scale regardless of the productioal.leAs an extension, the standard
estimates indicate that firms in 1997 also enjaynemies of scale, but only initially; at
sufficiently high production levels, firms face éc®onomies of scale. The results for 1998,
a more exceptional year, indicate no discernablenection between emissions and
production. These results indicate that tightepaitection policies did not expand Czech
firms’ enjoyment of scale economies. On the cogtrhese results in general reveal that
tighter policies seem to restrict the scope ofeseabnomies. Results for 1998 are difficult
to interpret since they do not permit an assessofactle effects. However, from another
perspective, these results may reveal that whetegiron policies were most stringent,
Czech firms were able to increase their productwthout any appreciable increase in
emissions, implying that tighter policies were gusticcessful.

We next interpret the results when the analyssnalthe emission-production
relationship to vary across sectors, with a foaushe three largest air polluting Czech

sectors: metals, energy, and chemicals. The sspamific results support these

1 Firms in these sectors may be generating emisgypically from combustion for heating. Iftrue,
the level of emissions depends on important facsorsh as the degree of insulation in facility 8imgs, that
need not be related to production levels.
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conclusions. First, the production scale effedterddramatically across sectors. Second,
both the metals sector and the energy sector ecfmyomies of scale at lower production
levels, while facing diseconomies of scale at higtreduction levels. In contrast, the
chemicals sector encounters neither economiessecahomies of scale with an apparent
proportional relationship between emissions andlgpetion. Third, depending on the
sector, the emission-production relationship vadesr time as air protection policies
tightened. For both the metals and energy seaoosiomies of scale at lower production
levels intensified yet, diseconomies of scale ghér production levels also intensified.
Thus, the effect of tighter policies is clearly max In contrast, for the chemicals sector,
the effect of tighter protection policies is nedlig, as shown by the stable emission-
production relationship over time. The remainiegtsrs are too difficult to assess since

no meaningful emission-production relationship &xis any year.

5. Additional Policy Implications

This final section draws additional policy implicats, conditional on the
imposition of source-specific emission limits, fraur empirical results. First, the metals
sector and energy sector face economies (disecesdrof scale at lower (higher)
production levels. When imposing emission limitstbese sectors, Czech policymakers
should accommodate these scale effects, while gaftire care to assess whether the
particular firm is reaping benefits from or strugglagainst these scale effects, i.e., permit
writers should strongly condition emission limits the production level. Second, the
chemicals sector encounters neither economiesserahomies of scale. When imposing
emission limits on this sector, Czech policymalstrsuld avoid the conventional wisdom
that “bigger is better” since in this case “biggexr’simply “more of the same;” instead,
policymakers should scale quantity limits proparaitly based on production and sectoral
guidelines measured in concentration terms. Tthedremaining sectors face the challenge

of no meaningful connection between emissions awdiyction, which represents a
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blessing or curse depending on the (approximafetgd level of emissions. When
imposing emission limits on these sectors, Czetileyoakers need not condition limits

on the production level to any meaningful degree.
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Table 1 - Descriptive Statistics

Table l.a. Statistical Summary of Production Value and Emissions

Variable Mean Std Dev Minimum Maximum
Production (000s CZK) 1,618,320.3] 4,618,679.4 1,869 4 89,906,017.9
Emissions (tons) 962.1 4,059|9 0.0 48,88B.0
N =2,632

& Production value is adjusted to 1998 real Czedw@s (CZK) using the Czech CPI.

Table1.b. Year Distribution of Data and Y ear-Specific Descriptive Statisticsfor Emissions

Year | # of Firms| % of Sampl¢ Mean Emissiogn$lean Emission Intensity
(tons) (tons/CZK)

1993 356 13.52 1,287 0.7q4

1994 469 17.81 1,017 0.647

1995 468 17.77 1,002 0.640

1996 484 18.38 853 0.571

1997 457 17.36 891 0.524

1998 398 15.14 774 0.420

Table 1.c. Mean Emissions and Emission Intensity by Individual Sector and Y ear
Sector Year | Emissions Intensjty Sector Yeqr Emiss onsnhinlyl

1993 267.00 0.36)7 1993 2,567.50 0.349

Food Products 1994 179.7? 0'3768asi(_: Metals, 1994 1,703]22 0.B27

Beverage, 1995 142.53 0.240Fabricated 1995 2,069J76  0.p65

Tobacco 1996 116.2¢  0.21pMetal 1996 1,672j78 0.p36
1997 119.4] 0.1ggProducts 19971 1,124/96 0.p43
1998 113.98 0.211 1998 1,34098 0.L32
1993 | 3,070.5B 0.985 1993 40252 0.713

Chemicals, 1994 | 2,786.6f 1.008 1994 251133 0.L.76

grhoedmuicct";" 1995 | 2,44458  0.450Transport 1995 8385 0.J19

Synthetié 1996 | 1,794.1p  0.5(2Equipment 19964 6203 0.114

Fibers 1997 | 3,575.3p 0.476 1997 54097 0.439
1998 | 2,653.8f 0.399 1998 18p6 0.p50
1993 505.24 0.58P 1993 | 13,609.6p 5.739

Other Non- 1994 585.47 0.494 1994 7,232148 5.p84

Mgtallic 1995 503.41 0.403Energy 1995 6,761/53 5.f§05

Mineral 1996 463.39 0.336 1996 5,782{97  4.p90

Products 1997 625.42  0.39 19971 6,026[41 479
1998 59458 0.31) 1998 4,151/59 3.465
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Tablel.d. Sector-Specific Statistics for Emissions and Emission | ntensity

#of | 9% of Emission| Emission % of
Industry Obs | Obs Mean Intensity [ Sample
(tons) [ (tons/CZK)| Emissions
Agriculture, Hunting, Forestry, Fisheries P0 0|76 16.1 0.1202 0.01
Mining and Quarrying 3 126 3,621.6 0.6431 472
Manuf.: Food, Beverages, & Tobacco 397 13.11 1p0.2 AN 2.36
Manuf.: Textiles, Textile Products, it X
Leather, and Leather Products 216| 8.22 265.% 0.3786 226
Manuf.: Wood, Wood Products, Pulp
L .. ! ! 7 g _
Paper, Publishing & Printing 89| 3.33 1116 0.7285 3.92
Manuf.: Coke and Refined Petroleum 14 (053 1,107.6 a810 0.61
Manuf.: Che_mlcgls, Chemical Products, 126| 4.7 2.732.p 0.8245 1359
and Synthetic Fibers
Manuf.: Rubber and Plastic Products 53 3.02 D2.9 0.1069 0.19
Manuf.: Other Non-Metallic Minerals 234 8.90 542.3 199 5.08
Manuf.: Basic Metals, Fabricated Metal 308/11.74 1,702 0.6048 20l71
Products
Manuf.: Machinery & Equipment n.e.c. 3Pp1 1145 145.6 18a8 1.97
Manuf.: Electrical and Optical Equipmert 117 445 8§3.5 0.1357 0.39
Manuf.: Transport Equipment 193 7.34 15[L.5 0.0p53 1.16
Manufacturing n.e.c. 9@ 3.50 144.8 2137 Q.53
Energy: Electricity & Natural Gas 160 6.p9 6,677.0 283 42.19
Construction 120 4.5¢ 4210 0.02p7 0|20
Wholesale and Retail Trade; Motor
Vehicle Repair; Hotels and Restaurants
Transport, Postal Service, Storage, & 50| 1.91 17.8 0.027¢ 0.04
Telecommunicatich
Finance, Real Estate, Rentals, Business,
Research, Public Administration 73| 2.74 144 0.0281 0.¢4
Education, Health, and Veterinary
Services; Other Public and Social Services 33| 1.26 271 0.151 0.¢4

2These disparate sectors are combined becausé&unally they represent too small a portion of
the sample to facilitate estimation. This sectoeegory also includes 17 observations (0.65%
of sample) from the sector of “Other n.e.c.”.
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Table?2
Fixed Effects Estimation of Air Pollutant Emissions: Without Sectoral Distinctions

Table 2.a. Exclusion of Interactions between Yadidators and Production Terms

st nd_ rd_
RHS Variable 1 Degrge 2 Degr(_ee 3 Degrge
Polynomial Polynomial Polynomial
: 0.123 *** 0.435 ** 0.505 ***
Productior (0.028) (0.055) * (0.084)
. -356E-6 * | -6.44E-6 ***
Production-squaret N/A (0.54 E-6) * (2.62 E-6)
2.28 E-11
Production-cubed N/A N/A (2.03 E-
11)
1994° - 265.66 *** -218.62 ** -215.26 **
(106.70) (105.80) (105.80)
1995P - 336.05 *** -285.37 ** -281.18 ***
(107.60) (106.70) * (106.80)
1996" - 463.53 *** -378.86 ** - 371.02 ***
(107.60) (107.30) * (107.50)
1997" -585.91 *** -477.68 ** -469.17 ***
(109.10) (109.20) * (109.50)
1998 -778.64 *** -647.08 ** - 634.64 ***
(113.60) (114.20) * (114.70)
Adjusted R 0.908 0.911 0.910
Ef;:; of Individual 29.79 26.43 26.29
L [0.0000] [0.0000] [0.0000]
[significance level]
Hausman FE vs. RE 27.63 26.71 24.76
[significance level] [0.0003] [0.0004] [0.0017]
CN)E'S of Firms /' No. off 534 /2 626 630/ 2,626 630/ 2,626

Standard errors are noted inside parenthesesupssale noted inside square brackets.
* ** and *** indicate statistical significance dhe 10%, 5%, and 1% levels, respectively.
Each regression also includes 630 firm-specificcaimbrs.

& Units for production are millions of Czech crownsijts for production-squared are trillions of

Czech crowns; units for production-cubed are gllionis of Czech crowns.

® Omitted category is 1993.
¢ Estimation of the random effects model includesé&or-specific indicators while restricting

the sum of these indicators’ coefficients to zero.
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Table2.b. Inclusion of Interactionsbetween Y ear I ndicatorsand Production Terms;

15-Degree 2"-Degree 3“%-Degree
Regressor | Yeal Polynomial Polynomial Polynomial
Effect p-value Effect p-valug Effect p-vallle
Linear 1993 | 0.1914 0.0001 0.4584  0.0001 0.5423 0.0p01
F’md“gﬂon 1994 | 0.1610, 0.0001 0.4994  0.0001 0.3479 0.0p74
Terms 1995 | 02102 0000] 04860 0.0001 00432 0.4ps5
1996 | 0.1456( 0.0001 0.3421  0.0001 0.2d14 0.0B25
1997 | 0.0522| 0.076% 0.0314  0.6478 0.2466 0.0B22
1998 | -0.0669 0.1598  -0.0241 0.8168 -0.0866 0.7092
Quadratic | 1993 N/A N/A| -8.18E-6| 0.000] -855E4 0.0991
F’md“gﬂon 1994 N/A N/A| -13.7E-6| 0.0001 13.37E{6 0.1958
Terms 1995 N/A N/A| -105E-6] 00001 32.96EJ6 0.00p1
1996 N/A N/A| -6.98E-6| 0.000] 6.56 E6 0.32p2
1997 N/A N/A| -1.23E-6| 0.0825 -11.97E{6 0.01p2
1998 N/A N/A| -3.60 E-6| 0.2144 3.84E$H 0.7897
Cubic 1993 N/A N/A N/A N/A | -0.08E-9| 0.2167
Production | 1994 N/A N/A N/A N/A | -0.73E-9] 0.000¢
Terms 1995 N/A N/A NA|  NA| -085E9| 0.0001
1996 N/A N/A N/A N/A | -0.26 E-9| 0.0014
1997 N/A N/A N/A N/A | 0.07E-9| 0.0851
1998 N/A N/A N/A N/A | -0.28E-9| 0.3764
Year- 1993 N/A N/A N/A N/A N/A N/A
ﬁgsﬁ:iggt " 1994 | -172.24 0.1210  -169.48 0.17}9 4009 0.7j713
1995 | -317.94 0.004% -261.66 0.03}2 155(70 0.2634
1996 | -342.03| 0.0021] -202.28 0.1030 29.14 0.8292
1997 | -313.53  0.0054 53.18  0.6742 1636  0.9p47
1998 | -371.41] 0.0017 -63.87 0.6349 71136  0.6p40
Adjusted R 0.9142 0.9174 0.9208
F-test: Fixed Effectq 31.14 28.42 28.20
[significance level] [0.0001] [0.0001] [0.0001]
N of Firms/N of Obs 630 /2,626 630 /2,626 630/ B,62

Year-Specific Production Terms equal Sum of Basar¥dfects and Year Interactive Terms.
Standard errors are noted inside parenthesesupsvale noted inside square brackets.

* ** and *** indicate statistical significance dhe 10%, 5%, and 1% levels, respectively.
Each regression also includes an intercept terddition to 630 firm-specific indicators.

2 Units for production are millions of Czech crownsits for production-squared are trillions of
Czech crowns; units for production-cubed are gllionis of Czech crowns.

® Omitted category is 1993.
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Table3
Fixed Effects Estimation of Air Pollutant Emissions: With Sectoral Distinctions

Table 3.a. Metals Sector and Energy Sector

Metals Sector (N=308) Energy Sector (N=16[)
Regressor | Yeat — —
Coefficient p-value| Coefficient p-valug
Linear 1993 1.038| 0.0034 458 0.0134
Production {1994 1.009]  0.0044 4.9y 0.0148
Terms N
1995 0.669| 0.0574 5.0b 0.0207
1996 1.273| 0.0034 3.3p 0.1446
1997 2.500|  0.0001 9.74 0.000Q1
1998 2.855  0.0001 421 0.1301
Quadratic | 1993 | -0.2304E-3 0.000LL  -2.083 E}3 0.04o6
_Fr’;?r?]‘ftion 1994 | -0.2710E-3  0.0001 - 4.042 0.0001
1995 [ -0.1678 E-3  0.000[L -4.535 0.000p1
1996 | -0.3483E-3  0.000[ - 4.953 0.00p1
1997 | -0.6253E-3  0.000[ -9.036 0.00p1
1998 | -0.7048 E-3  0.000[L -8.851 0.00p1
Cubic 1993 2.848E-4 0.0001 120.83 E}9 0.0189
_Fr’;?r?]‘ftion 1994 3.343E-9 0.0001 379.27 E}9 0.0001
1995 0.904E-9 0.173] 464.28 Ef9 0.0001
1996 4327E-9 0.0001 568.34 E}9 0.0001
1997 11.957 E-d  0.000L 1,108.1 E}-9 0.0901
1998 14.106 E-9  0.000L 1,282.1 E}9 0.0901
Year- 1994 -122.35  0.6989 -553.91 0.4544
Specific 1995 84.10) 0.7909 _743.18 0.3054
Intercepts
1996 -205.12  0.5204 15.16 0.9886
1997 -755.300 0.0180  -1,933.41 0.01p20
1998 -918.18  0.0051 -352.47 0.65B8
System Adjusted R | 0.9704
F-test: Fixed Effectd 16.83
[significance level][ [0.0001]
N of Firms/N of Obs| 611/ 2,560

#1993 is the benchmark year.
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Table 3.b. Sectors: Chemicals, Foods, Beverages, & Tobacco; Transport Equipment

Chemicals Sector Foods, Beverages, & | Transport Equipmerlr
Regressor | Yeal (N=126) Tobacco Sector (N=397 Sector (N=193)
Coeff. p-value Coeff. p-value Coeff. p-valuua
Linear 1993 0.4675 0.0001 0.0302 0.9006 0.2120 0.21193
_Fr’;?r?]‘ftion 1994 0.4714] 0.0001 0.0358 0.8812 0.2931  0.2p74
1995 0.4357| 0.0001 0.0482 0.8389 0.1762 0.4[163
1996 0.3643 0.041¢ 0.0255 0.91%9 0.1467 0.4[145
1997 0.5225  0.003( 0.034f7 0.8487 0.1021 0.4[100
1998 -0.1025 0.6011 0.0434 0.8465 0.1310 0.6R59
Year- 1994 100.98] 0.838]1 -73.7T4 0.7942 -125J06 0.6p11
Specific 1995 | -313.17] 05310  -130.68 0.64f3 -100[31  0.7551
Intercepts
1996 -187.95 0.7299 -129.70 0.6466 -104|71 0.7434
1997 -697.83 0.2026¢ -152.44 0.6087 - 79]03 0.8113
1998 621.44] 0.2609 -181.99 0.5440 -100]|11 0.8p13
System Adjusted R | 0.9704
F-test: Fixed Effecty 16.83
[significance level][ [0.0001]
N of Firms/N of Obs| 611/ 2,560

#1993 is the benchmark year.

39



Economies and Diseconomies of Scale
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