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Andreas Ortmanna and Ralph Hertwigb 
 
 

Abstract 
 
Read (2005), in The Journal of Economic Methodology, took our target article in 

Behavioral and Brain Sciences (Hertwig & Ortmann 2001) as one point of departure to 

question the usefulness of monetary incentives for experimental work. In making his 

case, he misrepresents our analysis, and continues the unfortunate ritual of opportunistic 

sampling of evidence. As in our target article, we call for an empirical analysis of the 

impact of monetary incentives. 

 
 

Abstrakt 
 
V časopise The Journal of Economic Methodology použil Read (2005) náš předmětný 

článek v Behavioral and Brain Sciences (Hertwig & Ortmann 2001) jako výchozí bod 

pro zpochybnění užitečnosti peněžních pobídek při experimentální práci. Ve své 

argumentaci chybně vykládá naši analýzu a dále rozvíjí nešťastný rituál 

oportunistického výběru důkazů. Stejně jako v našem předmětném článku i zde voláme 

po empirické analýze dopadu peněžních pobídek. 
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1. Introduction 

 

Although we are delighted to see our article on the differences in the methodological 

standards and experimental practices of economists and psychologists become a foil for 

Daniel Read’s essay (Read 2005, p. 266, p. 274), we take issue with his interpretation of 

our findings and conclusions. Because his essay is in the process of becoming a 

reference of relevance (e.g., Guala 2005, pp. 241–244), we address our objections in 

detail below. 

 

2. Misrepresentation of our work 

 

Our target article in Behavioral and Brain Sciences (Hertwig and Ortmann 2001) 

examined empirically the consequences of four striking differences in the standards and 

practices of experimental economists and psychologists, respectively. One of the 

differences is the use of financial incentives in experimentation. Whereas paying 

participants according to a clearly defined performance criterion is currently de rigueur 

for economists, psychologists usually pay a flat fee or grant a fixed amount of course 

credit. In our article, we analyzed the pros and cons of financial incentives, and we 

discussed the potential policy implications of our analysis. Read summarized our 

analysis and policy recommendation as follows: 

 

“In a widely discussed recent paper, for instance, Hertwig and Ortmann (2001) 

suggested that even psychologists should use incentives whenever possible. [….] 

In Ortmann and Hertwig’s calculus, ‘the benefits of being able to run many 



 3

studies do not outweigh the costs of generating results of questionable reliability’. 

But if incentivised studies merely contain less error (and the reviews of Hogarth 

and Camerer and Ortmann and Hertwig both suggest this) then it is not an easy 

manner to compute at what point the benefit from doing more studies outweighs 

that from doing marginally better ones.” (pp. 266, 274) 

 

Based on this reading, Read comes to this conclusion: Financial incentives “are usually 

neither necessary nor sufficient for achieving our research goals” (p. 272). Moreover, he 

asserts that “my view is that monetary incentives are not an experimental magic bullet,” 

(p. 266), and “incentives are not a panacea’” (p. 272). Clearly, his conclusion is meant 

to describe a position counter to ours. He is, however, attacking a straw man of his own 

construction. 

 

Let us clarify what we said. We do so by reiterating literally some of the conclusions 

contained in Hertwig and Ortmann (2001) and in our response to the 34 commentaries 

in the same issue (Hertwig and Ortmann 2001a): 

 

“To conclude, concerning the controversial issue of the effects of financial 

incentives, there seems to be agreement on at least the following points: First, 

financial incentives matter more in some areas than in others (e.g., see Camerer & 

Hogarth’s distinction between judgement and decision vs. games and markets). 

Second, they matter more often than not in those areas that we explore here (in 

particular, research on judgement and decision making), which are relevant for 

both psychologists and economists. Third, the obtained effects seemed to be two-

fold, namely, convergence of the data toward the performance criterion and 

reduction of the data’s variance. Based on these results, we propose that 

psychologists in behavioral decision making consider using financial incentives. 

Although ‘asking purely hypothetical questions is inexpensive, fast and 
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convenient’ (Thaler 1987 p. 120), we conjecture that the benefits of being able to 

run many studies do not outweigh the costs of generating results of questionable 

reliability (see Beattie & Loomes 1997, p. 166).” (Hertwig and Ortmann 2001, p. 

395) 

 

Clearly, we did not say what Read claims we say. We did not make an unqualified 

recommendation regarding the use of financial incentives. Rather, based on an empirical 

assessment of the available evidence, we proposed to psychologists researching 

judgement and decision making to consider the use of financial incentives. The reason 

was that there is empirical evidence that financial incentives make a difference in more 

cases than not in that particular area (see also Hertwig and Ortmann 2001a and 

Hertwig and Ortmann 2003). We did not conclude that incentivized studies “merely 

contain less error”. Instead, in our analysis of a 10-year sample of empirical studies 

published in the Journal of Behavioral Decision Making we found that in the majority 

of cases where payments made a difference, they improved people’s performance (see 

Table 2 in Hertwig and Ortmann, 2001). We also found that in some of the studies data 

variability was reduced. Finally, we did not state as a matter of fact that the benefits of 

being able to run many studies do not outweigh the costs of generating results of 

questionable reliability. We conjectured, again based on our empirical analysis, that this 

is the case. 

 

Throughout the target article, and also in our response to the commentators, we 

advocated a do-it-both-ways heuristic, that is, a methodological approach to 

experimentation that is ultimately based on empirical evidence. Let us reiterate our 

proposal: 
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“Researchers seeking maximal performance ought to make a decision about 

appropriate incentives. This decision should be informed by the evidence 

available. If there is evidence in past research that incentives affect behavior 

meaningfully in a task identical to or similar to the one under consideration, then 

financial (or possibly other) incentives should be employed. If previous studies 

show that financial incentives do not matter, then not employing incentives can be 

justified on the basis of this evidence. In cases where there is no or only mixed 

evidence, we propose that researchers employ a simple “do-it-both-ways” rule. 

That is, we propose that the different realizations of the key variables discussed 

here, such as the use or non-use of financial incentives… be accorded the status of 

independent variables in the experiments” (Hertwig and Ortmann, 2001, p. 400). 

 

Far from demanding that “psychologists should use incentives whenever possible,” as 

Read (2005, p. 266, emphasis added) has us advise, we explicitly acknowledged that if 

past results demonstrate that incentives do not matter researchers can justifiably forego 

the use of incentives. Our policy proposal is distinctly at odds with experimental 

economists’ standard practice, and we said so: 

 

“Evidently, our policy does not adopt economists’ current practices lock, stock, 

and barrel, nor does it define financial incentives to be the norm in decision 

experiments. Moreover, the policy does not deny the exciting possibility that less 

effortful processes can outperform more effortful ones or that decision parameters 

differ across domains. Of course, this approach also does not deny that incentives 

other than money may motivate participants. In this context, it is heartening to see 

that even economists have started to explore the effects of financial incentives 

systematically, rather than taking them for granted.” (Hertwig and Ortmann 

2001a, p. 436, second paragraph in R5.1.) 

 

 



 6

It should have become clear by now that our position was, and is, not what Read 

portrays it to be. Rather than continuing the “he said, we said” exercise, however, let us 

turn to what, in our view, is the key problem of his essay. 

 

3. Opportunistic sampling 

 

Debates of methodological standards are typically fraught with deontic statements: One 

ought to do this and one ought to refrain from doing that (for illustration see the debate 

about the use of deception that we also review in Hertwig and Ortmann 2001). In this 

mode of discussion, methodological standards are right or wrong simply because they 

coincide with one’s values and semi-religious beliefs about good experimentation, and 

not because the empirical evidence supports or contradicts them. Unfortunately, as the 

decades-old debate about the use of deception in psychology makes abundantly clear, 

such debates are not likely to go anywhere. This is particularly deplorable when 

representative empirical evidence is available that could inform such a debate (Ortmann 

and Hertwig 2002). 

 

Unfortunately, participants in debates on methodological issues typically rely on 

opportunistic, nonrandom, sampling, a strategy prominently on display in Read (2005): 

When researchers engage such a sampling approach, they typically include in their 

analysis, or argumentation, studies that they happen to know of. In other words, they  do 

not bother  to compile a representative, or complete set of studies. In fact, review 

articles exploring the effects of financial incentives that adopted a transparent sampling 

regime aimed at putting together a representative sample are rare. In Hertwig and 
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Ortmann (2001) we provided a template of representative sampling by examining all 

articles published in the Journal of Behavioral Decision Making in the 10-year period 

spanning 1988 (the year the journal was founded) to 1997 (the year in which we 

conducted the analysis). We included 186 studies in the analysis. Of these, 48 (26%) 

employed financial incentives. Merely 10 of those 48 studies systematically explored  

the effect of payment. Thus, we achieved a representative, albeit small sample (from 

JBDM) speaking to the issue of the effects of financial incentives. 

 

Other frequently cited review studies in this area—for instance, those by Smith and 

Walker (1993) and Camerer and Hogarth (1999)—adopted an opportunistic sampling 

approach. In fact, the latter used this very term to characterize their sample. Review 

studies being thus handicapped, we still—after many years of intense debate of the 

effects of financial incentives—have relatively little firm knowledge of the actual 

effects of incentives, the size of the effects, and, perhaps, most importantly, their 

underlying cognitive and motivational processes. 

In light of the evidence, statements such as “incentives never eliminate anomalies” 

(Read, 2005, p. 266) surely are arguable. If showing that incentives have an impact on 

an anomaly requires its complete disappearance, then Read may be right. If, however, 

showing such an impact means demonstrating that incentives reliably attenuate the 

anomaly relative to a non-incentive condition, then there is considerable much evidence 

that incentives matter.1 More generally, we believe it is time to finally begin to evaluate 

                                                 
1 For instance, Harrison (1994) provides important evidence of the effect of monetary incentives on the 
Allais Paradox (as, incidentally, did Conlisk 1989), preference reversals, prospect theory, and Bayes’ 
Rule. Cox and Grether (1996; see also the references in that article to the earlier work by Grether and 
Plott) wrote an important article of the effect of monetary incentives on preference reversals. Plott and 
Zeiler (2005) question the WTA-WTP gap and the literature on the endowment effect so central to 
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the impact of financial incentives, their effect sizes, their interaction with other design 

features (e.g., repetition), and the underlying cognitive and motivational processes on 

the basis of representative samples. Had Read (2005) done so, his essay on how 

incentives work might have markedly fostered our knowledge. We do acknowledge that 

the strategy of representative sampling is not a panacea. For example, there is no 

guarantee that the articles on which representative sampling has to draw do not reflect 

fads and fashions, or – maybe more worrisome – inherent distortions in the process of 

science production (e.g., the well known bias in economics and psychology against 

simple replication studies). And, of course, sometimes a simple counter example helps 

to put a particular partisan argument into perspective. 

 

4. Why incentives and how they work 

 

Read’s (2005) key argument is, first, that incentives work through their influence on 

“one or more of three factors: (1) cognitive exertion; (2) motivational focus; (3) 

emotional triggers” (p. 265). Second, he suggests that the intended effects of financial 

incentives can often be achieved without them, and, in fact, incentives do not guarantee 

that the intended effects are achieved. Ergo, incentives are “usually neither necessary 

                                                                                                                                               
prospect theory, as does List (2004). Relatedly, the evidence that there is a huge difference between 
hypothetical and real buying and contribution decisions is substantive (e.g., Cummings and Harrison, 
1994; Harrison and Rutstroem, forthcoming). Cherry, Frykblom, and Shogren (2002) seem to exorcise the 
alleged altruism in reward allocation decisions (or, “dictator games”), as before them did Rutstroem and 
Williams (2000), Shapiro (1975), and Mikula (1973). Even the celebrated article by Gneezy and 
Rustichini (2000; see also the re-analysis in Rydval and Ortmann, 2004), although showing that 
insultingly low payments might have counterproductive effects, makes it clear that monetary incentives 
do extract significant effort. Engelmann and Strobel (2000) get rid of the false consensus effect. The title 
of their paper is programmatic. Although in these papers financial incentives typically interact with other 
design aspects such as information, anonymity, incentive compatible elicitation mechanisms, or repetition 
or feedback, they all demonstrate the impact of financial incentives, which, almost universally, reduce the 
alleged anomalies. 
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nor sufficient for achieving our research goals” (p. 272). In what follows, we discuss 

some of his arguments, in reverse order. 

 

Do monetary incentives act as emotional triggers? If we understand Read (2005) 

correctly the issue here is whether monetary incentives trigger responses that people are 

unable to predict while pondering a purely hypothetical scenario. If there were indeed 

such a prediction gap between a cold (hypothetical consequences) and a hot (real 

consequences) state, then the utility of merely hypothetical scenarios would be severely 

limited. Read appears to doubt the existence of such a prediction gap. As one possible 

instance it, Read discusses Holt and Laury’s (2002) finding that risk aversion increases 

the larger the amount at stake—a tendency that participants in the hypothetical 

condition appear to be unable to predict. Pointing to the contradictory findings of Holt 

and Laury (2002) and Kühberger et al. (2002), and questioning the procedures used by 

the former (but not questioning the latter’s; see Kühberger et al.  for such a 

commendable discussion), Read concludes that the effect of payoff magnitude on risk 

aversion does not appear to be due to a prediction gap. Specifically, Read (2005) makes 

much of a passage in Holt and Laury’s instructions in which they clarified “that your 

choice in this part has no effect on your earnings and has no effect on what choices will 

be given to you subsequently; but we are interested in what you would do if you 

actually faced these choices, so please think about them carefully.” (p. 271) Although 

this formulation may be overkill, some such formulation – lest one wants to run into the 

kind of reactions reported in Cox and Grether (1996; p. 392, the first full paragraph) – 

seems necessary to communicate to subjects unambiguously that they are in a 

hypothetical scenario rather than a real one. More generally, in light of the 
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overwhelming evidence on hypothetical biases in all kinds of choice and valuation 

settings (e.g., Harrison 1994; Harrison and Rutstroem in press), we doubt Read’s 

conclusion: “Therefore, the effect of payoff magnitude on risk aversion does not appear 

to be due to an emotional trigger effect” (p. 271). We admit, however, that the study of 

Kühberger et al. (2002) poses questions worthy of further investigation. 

 

As regards motivational focus, the second entry in the list of factors through which 

incentives allegedly work, Read (2005) reiterates the commonly raised objection that 

financial incentives—conceptualized as extrinsic motives—might drive out intrinsic 

motivation. As it is, in Hertwig and Ortmann (2001, p. 396) we discussed this issue at 

length, pointing out that there is no agreement about the evidence and that Cameron and 

Pierce (1994), and Eisenberger and Cameron (1996,1998) dispute the message of 

Lepper et al. (1973), the lone reference mentioned by Read and an extreme example of 

opportunistic sampling. In order to understand how controversial the motivational 

effects of incentives discussed in psychology are, we encourage readers to attend to the 

debate between Deci, Koestner and Ryan (1999a, 1999b), Lepper, Henderlong, and 

Ryan (1999), and Eisenberger, Pierce, and Cameron (1999). 

 

Read (2005) does point out that “the desirability of such crowding out depends on what 

we want to discover” (p. 269). Although he claims the opposite in the following 

paragraph, Read acknowledges that Forsythe et al. (1994) found that dictators in the pay 

decision allocated more to themselves than dictators in the no-pay condition, and 

suggests, paraphrasing an argument that we made before (see Hertwig and Ortmann 

2001, p. 390), that “the interesting result in many studies is not that money can motivate 
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decision makers, but that non-monetary motives, such as altruism, can also motivate 

them.” (p. 269) Needless to say, Read never mentions the Cherry, Frykblom, and 

Shogren (2002) study, or that by Rutstroem and Williams (2000), or Samuelson’s astute 

observation that “each of us is constantly involved in a version of the dictator game, in 

that we constantly have opportunities to give away the money in our wallets, or 

anything else that we own. Typically, however, we hold on to what is ours.“ (Samuelson 

2005, p. 87) 

 

Read (2005) concludes his discussion of motivational focus with the following 

argument: 

 

“If we hypothesize that non-economic motives operate only when there is no 

money on the table, then the natural way to test this is by comparing incentive 

with no-incentive conditions. But once the hypothesis has been ruled out, there is 

no obvious further benefit from partially crowding out non-monetary motives.” 

(pp. 269-270) 

 

Assuming that intrinsic motives, non-economic motives, non-monetary motives are all 

the same in his book, we note that no one in their right mind and knowing the evidence 

on ultimatum games, for example, will argue seriously the hypothesis. Surely no one we 

know claims that non-economic motives operate only when there is no money on the 

table. And, of course, there is an obvious benefit of “partially crowding out non-

monetary motives”: namely, to figure out how robust non-monetary motives such as 

altruism, fairness and reciprocity  are, and to figure out their strength in relation to 

extrinsic motives! 
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As regards cognitive exertion, we learn that “if we are paying people merely because we 

want them to think harder then incentives should be treated no differently than other 

ways of achieving this. For instance, incentives are not necessarily better than giving 

them extra time, writing better instructions, or making them ‘accountable’ for their 

choices (Tetlock and Lerner 1999)” (p. 267). True. The operative words, however, are 

“not necessarily”. More fundamentally, the logic of Read’s argument is false: 

Economists pay participants not to make them think harder but to make the 

consequences of their actions matter (e.g., Smith 1982, p. 931; see also the discussion of 

Kühberger et al. 2002). Financial incentives therefore may induce our participants to 

think harder—as the evidence in Glimcher (2003) and Glimcher, Dorris, and Bayer 

(2004) suggests—but this is not what motivated experimental economists to use 

financial incentives in the first place. 

 

5. Conclusion 

 

Financial incentives are—especially in research on judgment and decision making, as 

the (opportunistic) sample investigated by Camerer and Hogarth (1999, see also 

Hertwig and Ortmann, 2003) and the analysis reported in Hertwig and Ortmann (2001) 

suggests—relevant in more cases than not. For this reason, Hertwig and Ortmann 

(2001)—addressing psychologists—proposed that they are a good baseline from which 

to start, unless there is evidence that financial incentives do not matter. More generally, 

we suggested that researchers employ a simple "do-it-both-ways" rule, thus being able 

to contrast the results from experimental conditions with and without incentives. Such a 

practice is likely to rapidly give rise to a database of representative studies that would 
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enable experimenters to estimate the effect sizes associated with the presence and 

absence of incentives, better understand their interaction with other design features 

(e.g., repetition, framing of instruction) and better understand their cognitive and 

motivational foundation. Like any other scientific debate, debates about experimental 

practices ought to be empirically grounded. Caricaturing others’ positions and cherry-

picking of studies that happen to suit one’s methodological priors are counterproductive 

rhetorical strategies.  
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