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IS BARTER A HOBSON’S CHOICE?

A theory of barter and credit rationing

I. INTRODUCTION

Barter transactions have usually been seen as an expensive, peculiar process that must be dominated by money. The literature on search and money that began with Kiyotaki and Wright (1989, 1993) and Trejos and Wright (1991) aims to explain the inefficiencies of bartering and why it must be dominated by money. Gaddy and Ickes (1999) and Hendley et al (2000) argue that in some CIS countries, firms choose barter to evade the official economy, thus hindering efforts to both restructure the economy and develop efficient market relations; and Blanchard and Kremer (1997) claim that barter in Russia is the result of disorganization. However, barter has always been around. Kindleberger (1993) documents many cases in history where people have substituted tender for other stronger currencies, primitive money or simple barter. Barter transactions represent a significant share of total transactions even in modern economies. Time magazine (February 5, 2002), for instance reported on how barter has replaced the cash economy for many Argentineans. Recently, there has been increasing barter activity worldwide. According to the International Reciprocal Trade Association (IRTA), firms from 25 countries participate in more than 500 organized exchange or barter companies worldwide, most of them in the United States, trading a great diversity of goods and services for an amount estimated in the USD 7.5 billions during 2001 alone. The IRTA also conducted a survey
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1 See Ellingsen and Stole (1996) and Marin and Schnitzer (1995).
among firms and concluded that the optimal number of barter transactions should be about 4% of total transactions. Barter is clearly still an exchange technology available even in modern societies.

Prendergast and Stole (1999, 2001a, and 2001b) claim that barter exists because firms use it as a means of market segmentation to increase their profits. This story rests on structural factors to justify the existence of barter and seems a suitable explanation in a stable monetary environment. However, in the presence of monetary instability, we may find other reasons for barter’s persistence. Inflation has traditionally been a main cause for bartering in unstable economies. Nevertheless, barter in Russia increased while there was disinflation. In fact, using monthly data from February 1992 to June 2002, Table 1 shows significant negative correlations according to Spearman’s test between barter transactions as the share of total transactions and the money growth rate and the inflation rate in Russia (Stylized Fact 1). Figure 1 reveals another interesting fact: barter in industrial sales grew in Russia from 5-10% of total transactions in 1992 and reached a 54% peak in August 1998, exactly one month before the collapse of the ruble in September 1998; from that date on, it has declined continuously to a point close to its initial level (Stylized Fact 2).

There is abundant empirical literature proposing either liquidity shortage or credit constraint as possible explanations for the rise and fall of barter in Russia. But liquidity shortage argument does not seem an appropriate explanation in an economy with a two or three-digit money growth rate, as was the case of Russia during the 1990s.

On the other hand, in the literature that started with Keeton (1979) and Stiglitz and Weiss (1981), the main reason for credit rationing is that, as the credit market becomes tighter, the safest borrowers quit the market, making it even riskier. Credit rationing thus appears since lenders do not satisfy the demand for loans to hedge themselves against the increasing risk. Rationed firms then choose to barter if that technology is available. In this case, barter is a Hobson’s choice. Yet, would it be optimal for firms to choose to barter before being subject to credit rationing? In other words, is barter the result of firms’ optimal decision or is it a Hobson’s choice? There is no formal theory providing links between the credit rationing and barter literatures to answer this question, so using the experience of Russia during the 1990s as motivation, this paper proposes a model to ascertain whether barter is the result of firms’ optimal decision or is a Hobson’s choice. The model also provides an explanation for the two stylized facts mentioned above. Section II provides a discussion about barter. Section III presents the model and analyzes its operation. Section IV uses that model to explain the main stylized facts about the Russian economy discussed above, and Section V concludes.

II. BARTER TRANSACTIONS

Barter is defined as the trading of goods or services without the exchanging of money, for example, an exchange of apples for bananas. This kind of transactions occurred frequently in primitive times and in the episodes mentioned in the introduction. The barter transactions registered by the International Reciprocal Trade Association (IRTA) are usually settled through a huge computer network that facilitates the exchange without the need of using money. Once the double coincidence is established, or a series of transactions is assigned, a number of transactions occur, that is, firms barter. Firms
belonging to one of these barter networks finance the acquisition of a share of their input needs this way, and the remainder by conventional monetary transaction methods.

The case of bartering in Russia is somehow of a different vintage. As in the previous case, double coincidence of wants often occurred, many “barter chains” also appeared, but instead of using a computer network, firms frequently hire directors to arrange for those transactions. Yet, unlike transactions registered by IRTA, some goods were frequently accepted as media of exchange: cigarettes, vodka, electronic equipment, and cars were widely used for that purpose. Some firms specialized in facilitating barter arrangements. Promissory notes issued by firms called veksels were frequently accepted, as well as debt swaps, and debt and tax offsets involving firms and local governments called zachety. However, even though many goods were used as temporary media of exchange, there are two distinguishing characteristics. First, none of them has been a nationwide generally acceptable medium of exchange and therefore cannot be considered money; and second, there has never been a credit market using any of these goods as units of accounts.

Firms were relatively successful using non-monetary transactions to acquire the inputs they needed to continue operating. Barter arrangements usually require firms to incur in transportation, storage, search and perishability costs. Since this paper is about explaining the quick emergence and fall of barter transactions in Russia, and whether this is the result of firms’ choice, and not a theory of how barter operates, we avoid the complications of modeling such technology and assume that every firm wishing to
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4 Yeltsin and Gorbachev met during a barter of metal and timber from the Urals for food products from Stavropol.
5 See Linz (2001)
conduct barter transactions faces the same fixed barter cost $T$, if it needs to acquire inputs for a real value $L'$.

III. THE MODEL

To forge a link with the credit rationing literature, we write a version of De Meza and Webb’s (1987) credit rationing model to allow firms to decide whether to borrow cash or use barter to conduct transactions. All agents in this economy measure their financial wealth in units of foreign currency. This reflects the reality in many countries, especially in the developing world, that many people use a strong currency like the US dollar, the sterling pound, the euro or the yen as units of accounts to hedge against the instability of their own currencies. Thus, real variables can also be measured in units in foreign currencies.

**Firms.** There is assumed to be a continuum $[0, 1]$ of risk-neutral firms. Each firm has an indivisible project, which yields a return $R_i^s$ with probability $q_i$, where $i$ is the index of the project. If the project fails, it yields a return $R_i^f$, which is common to all projects and can be zero. The distribution of $q_i$ across firms is characterized by the density function $g(q_i)$. The expected return ($R$) is the same across projects, therefore

$$(1) \quad q_i R_i^s + (1 - q_i) R_i^f = R, \quad \text{for all } i.$$  

To undertake its project, each firm needs to conduct transactions for a real value of $L'$. At the beginning of every period firms have no initial financial endowment; thus, if they want to conduct monetary transactions they have to borrow money. They have also some inventory in stock that either sell or can use for barter transactions.

First, consider a firm that borrows to conduct cash transactions. Loans are of a standard debt form. If the project succeeds, the firm repays the loan at an interest rate $r$ of
local currency units. If it fails, it pays only the actual available return $R'$. The expected return to the firm is

$$E(\pi_i) = q_i \left[ R' - \left( \frac{1 + r}{1 + \varepsilon'} \right) L' \right],$$

where $\varepsilon'$ is the expected depreciation rate. Consider now a firm that engages in barter to conduct transactions. In this case, the firm sees its return decrease by the fixed barter cost $(T)$, and the expected return is

$$E(\pi_i) = q_i R'_i + (1 - q_i) R' - T.$$

Assume that $T > L'$ and

$$R'_i > T > R', \quad \text{for all } i.$$

From (2) and (3) observe that, when bartering, the firm faces the whole risk, whereas when asking for credit, only lenders assume risk. Firm $i$ will borrow if this allows it to obtain a higher expected return. This occurs if

$$q_i < \frac{T - R'}{(1 + r)L' / (1 + \varepsilon') - R'}.$$

A higher barter cost makes the right-hand expression in (5) increase, and eventually, it will be greater than one, making barter unaffordable. This echoes the traditional literature, which considers barter so inefficient that it is always dominated by some medium of exchange. Assume that $T$ is small enough so that barter technology is feasible.

Define $\mu(r)$ as follows:

$$\mu(r) = \min \left\{ \frac{T - R'}{(1 + r)L' / (1 + \varepsilon') - R'}, 1 \right\}, \quad \mu_r < 0, \mu_\varepsilon > 0.$$

Then, $\mu(r)$ is the cutoff probability of success that makes a firm barter. Let $r_b$ denote the interest rate that makes the right-hand side in (5) equal to unity, then
If \( r < r_b \), \( \mu = 1 \) and all firms conduct cash transactions, yet if \( r > r_b \), firms with \( q_i > \mu(r, \varepsilon) \) choose to barter. This means that only those firms with the riskiest projects remain in the credit market, making it even riskier. Similarly, higher expected depreciation means that the firm will pay a lower real interest; thus, firms will be willing to pay a higher nominal interest for a loan.

*The Demand for Credit.* From (5) and (6), firm \( i \) will ask for a loan if \( q_i < \mu(r, \varepsilon) \). In addition to firms, the government also participates in the credit market by issuing bonds \((L^g)\) to finance its purchases. Thus, the total real demand for credit \((L^d)\) is simply

\[
L^d = L^g + \int_0^\mu g(q_i)dq_i.
\]

When \( r \leq r_b \), all firms conduct cash transactions, and the demand for credit is constant and equal to \((L^g + L^f)\). However, as the interest rate surpasses \( r_b \), \( d\mu/dr < 0 \), a share of firms switches to barter, and the demand for credit decreases. Thus, from the discussion above, (6) and (8) the following lemma is apparent.

**Lemma 1:** The demand for credit function is

i) increasing with respect to government borrowing;

ii) constant and equal to \((L^g + L^f)\) if \( r \leq r_b \), and a decreasing function with respect to \( r \) if \( r > r_b \).
The Supply of Funds. There is a continuum $[0, 1]$ of lenders who are the sole holders of financial wealth. The expected real payoff to a lender that makes a firm a loan is

$$E(\pi_y) = \left(\frac{1 + r}{1+\varepsilon'}\right) L' \int_0^1 q_y g(q_y) dq_y + R' \int_0^1 (1-q_y) g(q_y) dq_y.$$ 

By differentiating (9) with respect to $r$ we obtain the impact of an increase in the interest rate on the expected return of the lender that is making the loan:

$$\frac{dE(\pi_y)}{dr} = L' \int_0^1 q_y g(q_y) dq_y + \frac{d\mu}{dr} \left[ (1+r)L' \mu g(\mu) + R' (1-\mu) g(\mu) \right].$$

(10b) \hspace{1cm} \frac{dE(\pi_y)}{d\varepsilon'} = \left[ \frac{1 + r}{1+\varepsilon'} \mu L' + R' (1-\mu) \right] g(\mu) \frac{d\mu}{d\varepsilon'} - (1+r) L' \frac{\int_0^1 q_y g(q_y) dq_y}{(1+\varepsilon')}.

The first term on the right-hand side in (10a) reflects the higher expected repayment because of the higher interest. For $r \leq r_b$, all firms borrow, so $d\mu/dr = 0$ and the lender’s expected profits is an increasing function of the interest rate. Yet, for $r > r_b$, $d\mu/dr < 0$, the first term becomes smaller, and the second term turns negative and increases in absolute value, reflecting the deterioration in the quality and quantity of borrowers, which affects negatively the lender’s expected profits. Eventually, $dE(\pi_y)/dr$ will turn negative, which means that $E(\pi_y)$ reaches a maximum at some interest rate $r^*$.

Consider now the effect of the expected exchange rate. The first term in (10b) is positive, and reflects the indirect effect of the exchange rate on the number of firms that remains in the credit market. On the other hand, the second term represents the direct effect that the lower real return has on the expected repayment, and is clearly negative.
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6 For the sake of simplicity, we assume that the distribution $G$ for the riskiness variable $q$ adds to one. Otherwise, this expression should be divided by $G$. 

Although in general this derivative can be either positive or negative, it is reasonable to think that the second term dominates, and we will assume this in the rest of the paper.

Let $\rho_i$ denote the expected real return to an individual lender. Thus, $\rho_i = E(\pi_b)/L'$.

We identify two possible graphical representations of $\rho_i$. Figure 2a shows the case where $\rho_i$ decreases immediately after the interest rate reaches the turning point to barter, therefore $r_b = r^*$, and Figure 2b shows the case where $\rho_i$ keeps increasing after the interest rate reaches $r_b$. The exact shape will depend on the density function, $g(q_i)$, and the barter cost $T$. If most firms conduct very safe projects, they switch to barter as soon as the interest rate reaches the turning point $r_b$. To hedge against the increasing risk, lenders will not set higher interest rates and barter results from credit rationing. On the other hand, given the density function, $g(q_i)$, a higher barter cost increases the interest rate, which makes firms turn to barter.

*Equilibrium.* Let $C(L)$ denote lenders’ cost if they lend real funds for an amount $L$, where $C' > 0$, $C'' > 0$. Lenders obtain an expected real return $\rho_i$ for loans awarded to firms. Assume that loans to the government are riskless; thus, lenders’ expected profit is

$$E(\Pi_i) = \rho_i (L - L') + \frac{1 + r}{1 + \epsilon'} L' - C(L).$$

Assume that lenders are risk-neutral institutions that supply funds up to the point at which their expected return equals the marginal cost of funds ($C$), that is,

$$\rho_i = C'(L),$$

that is, the supply of funds is an increasing function of $\rho_i$. Figure 3 shows the shape of the supply of funds curve. It resembles the diagram used by Stiglitz and Weiss (1981). The
fourth quadrant presents \( \rho_l \) as shown in Figure 2b. The third quadrant shows the supply of funds, and the second quadrant shows a 45° line. Thus, the first quadrant shows the implied supply of funds as a function of the real interest rate \( r \). Similarly, we can obtain the supply of funds curve if \( \rho_l \) takes the shape shown in Figure 2a. Suppose that government bonds are just as risky as the whole portfolio of loans to firms. Since the set of lenders is a continuum \([0, 1]\), the curve in the first quadrant of Figure 3 also represent the aggregate supply of funds curve.

Lemma 1 allows drawing the demand for credit function (8) as shown in Figures 4, 5 and 6. We consider three cases. First, equilibrium when \( r_b = r^* \); second, equilibrium when \( r_b < r^* \); and third the impact of an increase in the expected depreciation rate.

Case 1 (\( r_b = r^* \)): This case is illustrated in Figure 4. If the sum of the government’s borrowing and firms’ investment requirement is small enough, say \((L^g + L)^0\), the only stable equilibrium is point \( A \). The equilibrium interest rate will be set below the turning point \( r^* \), lenders will fully satisfy the demand for credit and no firm will barter.

Suppose now that the credit requirement strongly increases to \((L^g + L)^1\). At this demand level, lenders are not willing to increase the interest rate beyond \( r_b \) and there will be credit rationing. This is the typical credit rationing equilibrium. In this case, those firms subject to credit rationing will have no other choice but to barter.

Case 2 (\( r_b < r^* \)): This case is illustrated in Figure 5. As in case 1, if \((L^g + L)^0\) is small enough, the only stable equilibrium is point \( A \). In this case the demand for credit is fully satisfied and there is no barter. However, as the credit requirement increases, the interest rate keeps increasing until eventually it surpasses the turning point \( r_b \). If equilibrium is set at point \( B \), then the interest rate is higher than \( r_b \) but lower than \( r^* \), lenders fully satisfy
the demand for credit, but those firms whose probability of success is greater than \( \mu(r) \)
will be better off if they quit the credit market and conduct barter transactions. In this
equilibrium barter is not due to credit rationing but is the choice of some firms.

Suppose that the credit requirement keeps increasing until the demand for credit
curve reaches \( L^d_2 \). Since lenders will not increase the interest rate beyond \( r^* \), there will be
credit rationing. In this case, there will be firms bartering for two different reasons. Those
firms with probability of success \( q_i > \mu(r^*) \) choose to barter, but some others barter
because of lack of credit.

Case 3 (expected depreciation rate): Of special interest is to analyze the effect of an
increase in the expected depreciation rate. Since lenders measure their financial wealth in
foreign currency units, the expected real return in foreign currency is
\[ \rho_l = E(\pi_b)/(L^f e^f). \]
For a given interest rate, an increase in the expected depreciation rate reduces \( \rho_l \) so the
aggregate supply of funds curve shrinks, as shown in Figure 6. Suppose that initially
there is a barter equilibrium at point A. The increase in the expected depreciation rate
makes lenders increase the interest rate, the new equilibrium is set at point B, and some
firms choose to barter. If equilibrium is initially at point C, it causes an increase in barter
because some firms choose to do it, but also because of credit rationing.

IV. EXPLAINING THE FACTS

The monetary policy in Russia experienced major changes from 1994 on, after the high
inflation episode of the early 1990s. Figure 7 illustrates this policy change. The
government debt to commercial banks kept increasing from the end of 1994 until mid-
1999. On the other hand, the monthly inflation rate decreased from about 17% at the end
of 1994 to lower than 1% by the end of the decade. This signals that an important share of the government’s finance switched from seigniorage to debt with the private sector.

Let us use the model developed above to explain the two stylized facts mentioned in the introduction. Firms in Russia have access to barter technology as a legacy from the Soviets. The lower money growth rate made inflation decrease, and together with the increasing government debt, it created an upward pressure on the real interest rate that caused firms to increasingly give up money to conduct transactions, hence making barter activity steadily increase. This explains the negative correlation of the use of barter and both money growth and inflation rates.

On the other hand, as the monetary conditions worsened during the late 1990s, lenders intuited a higher probability of currency collapse which materialized in the Russian currency crisis of September 1998. The higher expected depreciation was another factor that made lenders withdraw from the market, pushing the real interest rate up and fostering barter transactions. After the collapsed, the expected depreciation effect suddenly vanished, and an increasing amount of financial resources were injected into the Russian economy. The expected real interest rate decreased and firms started returning to cash transactions. This explains why barter increased during the 1990s but has decreased from the end of the decade on, right after the September 1998 collapse.

V. CONCLUSION

Barter is a transaction technology available even in modern economies. Under stable monetary conditions, evidence shows that the optimal level of barter transactions is small relative to the total number of cash transactions. However, this does not seem to be the case of Russia during the 1990s, where barter reached more than half of total transactions
among firms in an environment of monetary instability, and fell to about 10%, two years after the ruble collapse in 1998. This paper offers a monetary model to explain the phenomenon. The credit market progressively became tighter for two reasons: the switch from seignorage to borrowing as a source of government financing; and lenders’ withdrawal from the market as the economy’s fragility increased. This pushed firms to look for alternative transaction technologies, i.e., barter. Yet, after the ruble collapse, the credit market loosened and barter declined.

This paper also approaches the question of whether barter results from credit rationing or firms’ optimal decision when the credit market becomes tighter. Given the distribution of risk across firms, we find three possible equilibria. First, if barter technology is very costly, firms remain in the credit market until they are subject to rationing, and barter is a Hobson’s choice. Second, if barter is a much more affordable technology, a tight credit market makes the less risky firms choose barter and there will not be credit rationing. Yet if, as in the third scenario, the market becomes even tighter, some credit rationing appears and we obtain an equilibrium in which barter is the optimal choice of the less risky firms and a Hobson’s obtains choice for some riskier ones. It remains to determine what kind of equilibrium occurred in Russia. The answer to that question should be subject to empirical studies, which is not the goal of this paper. However, the model shown above proposes a testable theory. If the interest rate affects the share of barter transactions, the interest rate channel of transmission from monetary policy to barter is working, that is, if barter responds to higher interests, then it is the result of individuals’ choice. If it does not, it is the result of credit rationing, and in this
case it should respond to the variable(s) causing the monetary constraint. Yet, the empirical answer to this problem is a matter of further research.

An interesting extension of this paper is to consider emergence of barter transactions in the context of the firm’s decision about internal finance or external finance. This would provide links between barter and the corporate finance literature. However, this approach is far beyond the goal of this paper.
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TABLE 1

| Correlation barter share – money growth rate | -0.52 |
| Correlation barter share – inflation        | -0.63 |
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Sample size: 125  
Monthly data from February 1992 to June 2002
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