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Abstract:

The global banking system proved significantly vulnerable to systemic risk during the 2007-2009 financial crisis. In this paper, we construct an agent-based network model of systemic risk to a banking system, and use it for stress-testing of several different regulatory measures. First, our simulations confirm that sufficient capital buffers in individual banks are crucial for protecting the stability of the whole system. Second, we show that the regulatory measures installed as preventive measures to ensure that the banks possess sufficient capital buffers have almost no positive effects on stability when the system is collapsing. Finally, we highlight various data deficiencies which prevent the researchers and regulators from fully understanding the complete range of systemic risk and make it difficult to devise effective and targeted regulatory measures at this time.
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1. Introduction

The 2007-2009 global financial crisis highlighted the vulnerabilities and interdependencies in the financial system, bringing about a revision of financial regulations. The crisis also exposed the deficiencies of Basel II, showing that the regulatory measures had fallen victim to regulatory capture by large international banks, failing to ensure sufficient capital buffers (Lall, 2010, p. 15). The subsequent regulatory framework revisions finally coalesced into the publication of Basel III that was intended to increase the banking system’s resilience by redefining what constitutes the regulatory capital, raising the current capital ratios and adding new ones (BCBS, 2011). It also adds measures for increasing the banks’ liquidity so that they are better able to withstand transient shocks. Although we can expect the new measures to bring minor improvements, there are several reasons why ideal regulation is still absent and not yet achievable (Teplý, 2012, p. 4). First, it is necessary to eliminate the political and institutional pressures that influence global financial operations. Second, the parameters of the regulatory measures should be an outcome of rigorous research rather than
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lobbying by large financial institutions and the systemic character of the banking system should be taken into account.

In this paper, we contribute to the discussion for better regulation by shedding light on systemic risk and by showing a way how regulatory measures can be tested in a virtual environment. Our method stems from the research on systemic risk using the network approach, which became a trendy topic after the recent financial crisis. An overview of the network character of the crisis can be found in Sheng (2010), in the risk assessment framework for systemic linkages provided in IMF (2009) and in the recent advances in modelling systemic risk using network analysis provided by ECB (2010). More recently, Frait and Komárková (2011) or Geršl and Jakubík (2010; 2012) present systemic risk in the context of financial stability and macroprudential policy from a view of the Czech National Bank. On a related note, a detailed literature survey of research focused on the interconnected financial structures is provided by Allen and Babus (2009).

Current research can be divided into two categories, the empirical studies and theoretical models. The empirical studies are focused on modelling of the real-world interbank exposures and the banking systems’ disposition to crisis caused by contagion effects. These models usually describe local banking systems as documented by Boss, et al. (2004) for the Austrian interbank market or Upper and Worms (2004), Wells (2004), Van Lelyveld and Liedorp (2006) or Muller (2006) for other countries. However, a frequent problem of the empirical approach is that the data on the individual interbank exposures is unavailable to the researchers who often rely only on the aggregate balance sheet data. For this reason, the majority of empirical studies use the maximum entropy assumption, which supposes that the banks spread their lending as evenly as possible given a certain sum of their interbank assets (Upper, 2011, p. 6). Clearly, this assumption is rather unrealistic and it often underestimates the potential for contagion (Mistrulli, 2011) or underreported inventory of bad loans carried on the books.

The theoretical models examine how system behaviour is influenced by its general characteristics. The first such model was constructed by Allen and Gale (2000) who showed that the structures with more interbank links are more resilient to initial shocks. Another early analysis is provided by Freixas, et al. (2000), who studied contagion in systems where some banks are systemically important. The simple framework is extended in Cifuentes, et al. (2005) and Shin (2008), who add a mechanism for price decrease of illiquid assets as a second channel of contagion. Finally, there are models using simulations on random networks such as Battiston, et al. (2012) or Gai and Kapadia (2010), who find out that the interbank exposures serve as a good shock absorber initially but when a crisis occurs, they can cause a larger negative impact. Our paper is inspired by Nier, et al. (2007), who built an agent-based model of interbank systems and finds non-linear dependencies on certain parameters when performing comparative statics exercises.

The paper is structured as follows: In the second section, we build a model of a banking system that allows us to perform scenario stress analysis under various settings of
structural properties and regulatory environments. The third section presents detailed results of our simulations. In the fourth section, we provide a results summary and discuss further opportunities for our research. Finally, the last section concludes the paper and states the final remarks.

2. The Model

In this part, we provide a high-level overview and detailed description of the model construction. Furthermore, we explain an impact of shocks to bank balance sheets and discuss effects of systemic risk on bank capital regulation.

2.1 Basic description

We create a system that comprises a number of banks interconnected by exposures and claims they hold against each other. Our interbank system is characterized by a graph where the banks are represented by nodes and their exposures by oriented edges. Such system may represent an interbank market, a network of over-the-counter (OTC) derivatives or payment systems. In order to be able to study the relationship of the system behaviour and its characteristics, and because the data on interbank exposures are mostly unavailable, we perform our simulations on a generic random network as described by Erdős and Rényi (1959). Hence we assume identical and independent probability of interbank exposures across all ordered pairs of banks. However, if in the future the data were available, the model is applicable to any interbank network.

The interbank network is examined under a simulated stress scenario, when one or several banks receive a negative shock to the asset side of their balance sheet. The shock is then transmitted to the rest of the banks through one of the two main mechanisms described in Brunnermeier et al. (2009, p. 15): the “domino” effect meaning the transfer of losses through the edges of the network.1 As the model represents only a very short period of collapse, we assume that the banks are not capable of borrowing any extra funds and that no edge can be added to the interbank network, and that the banks do not make any profits during the simulation. In our study, we also restrict the possibility of state aid in the form of bank bail-outs. Our analysis is based on comparative statics experiments where the simulations are performed under varying combinations of input parameters. These parameters are summarized in Table 1 along with their base values used in Nier et al. (2007) which we use for our simulations unless stated otherwise.

In contrast to Nier et al. (2007), our model is also able to capture rules that represent several types of banking regulation contained in Basel III.2 Namely, in this paper we

1 The second contagion channel called the “asset price spiral” effect, which represents the asset price decline under low liquidity of the system, will be left for further research.

apply a situation where the regulator deprives a bank of its license because of a low capital ratio. To our knowledge, we are the first to study the effects of regulation in an agent-based interbank network model.

### Table 1: Input Parameters of the Model

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Interpretation</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>$N$</td>
<td>Number of banks in the system*</td>
<td>25</td>
</tr>
<tr>
<td>$p$</td>
<td>Probability of connecting two banks with a directed exposure*</td>
<td>0.2</td>
</tr>
<tr>
<td>$E$</td>
<td>Total sum of external assets in the system*</td>
<td>100,000</td>
</tr>
<tr>
<td>$\theta$</td>
<td>Interbank asset ratio (interbank/total assets)*</td>
<td>0.2</td>
</tr>
<tr>
<td>$\gamma$</td>
<td>Capital ratio (net worth/total assets)*</td>
<td>0.05</td>
</tr>
<tr>
<td>shock$_{random}$</td>
<td>Capital ratio limit that triggers bank’s removal by the regulator</td>
<td>0</td>
</tr>
<tr>
<td>shock$_{others}$</td>
<td>Shock on all other banks (in percentage of external assets)</td>
<td>0.1</td>
</tr>
<tr>
<td>iterations</td>
<td>Number of iterations under one set of parameters</td>
<td>500</td>
</tr>
</tbody>
</table>

Note: Parameters highlighted by asterisks are used by Nier, et al. (2007) and for the sake of comparability, we set them to the same values in the basic setting. The rest of the parameters are original to our model.

Source: Authors

### 2.2 Model construction

On the level of an individual simulation, the model is built as follows: first, the interbank network is initialized along with the individual banks’ balance sheets. Second, we shock the system by wiping out a portion of certain banks’ assets and several rounds of defaults and loss transmission unfold. The model runs in several laps (rounds of defaults) until the shock dissipates in the banking system and is not propagated further.

### 2.2.1 Interbank network creation

The interbank network is based on two main parameters, which are set at the beginning of a simulation run and which define the form of the random graph:

1. Node count $N$, which determines the number of banks in the network,
2. Probability $p_{i,j}$, with which there is an oriented edge between node $i$ and node $j$ in the graph, i.e. the probability that the bank $i$ is exposed to the bank $j$. We expect this number to be fixed among all edges between nodes $(i, j)$ and denote it as $p$. There can be two links between a pair of edges, each in different direction.

Subsequently, the network is created in two steps: First, there are $N$ banks added to the system, and second, for each oriented pair of banks, an edge is created with probability $p$. 

2.2.2 Initialization of balance sheets

Next, we initialize the individual banks’ balance sheets for the given network realization. This is done in such manner that the variables conform to the aggregate level identities as well as the bank level identities. First, we calculate the global variables of the system. On the aggregate level, the total value of assets is a sum of interbank assets (constituted by all the loans represented by the edges of the interbank network) and external assets (constituted by individual banks’ exposures outside the network, e.g. securities and loans to other entities such as households, sovereigns or non-financial institutions).

1. The sum of external assets in the system (denoted by $E$) and the ratio of interbank assets to total assets (denoted by $\theta$) are given as input parameters. The total value of assets in the system (denoted by $A$) is calculated as

$$A = \frac{E}{(1 - \theta)}.$$

2. The total sum of interbank assets is then determined as a portion of total assets.

$$I = \theta A$$

3. If we denote the sum of outgoing edges from all the banks in the system as $Z$, the value of one individual edge is calculated as

$$w = \frac{1}{Z}.$$

Subsequently, individual banks’ balance sheets are initialized:

4. An individual bank’s interbank assets ($i_i$ and liabilities ($b_i$) are calculated according to the interbank network structure:

$$i_i = w \cdot \text{number of incoming edges}_i$$

$$b_i = w \cdot \text{number of outgoing edges}_i$$

5. The value of an individual bank’s external assets is a little more difficult to determine. We use the same two-step algorithm as Nier, et al. (2007):

a. First, each bank’s difference between the internal liabilities and internal assets is balanced by a certain amount of external assets $\tilde{e}_i$.

$$\tilde{e}_i = b_i - i_i \quad \text{if } b_i - i_i > 0,$$

$$\tilde{e}_i = 0 \quad \text{if } b_i - i_i \leq 0.$$  

b. The rest of the total sum of external assets is then distributed uniformly among the banks. Finally, it holds that

$$e_i = \tilde{e}_i + \left[ \frac{E - \sum_{i=1}^{N} \tilde{e}_i}{N} \right]$$

6. Each bank’s net worth is calculated as a portion of total assets according to the following capital ratio:

$$n_w i - \gamma a_i$$
7. External liabilities are calculated so that the balance sheet identity holds:

\[ d_i = a_i - n_w_i - b_i \]

Finally, as the balance sheets are populated, the whole system is initialized and ready for the simulation.

Table 2
Balance Sheet of an Individual Bank in the Model

<table>
<thead>
<tr>
<th>( a_i ) TOTAL ASSETS</th>
<th>( l_i ) TOTAL LIABILITIES</th>
</tr>
</thead>
<tbody>
<tr>
<td>( l_i ) interbank assets</td>
<td>( b_i ) interbank liabilities</td>
</tr>
<tr>
<td>( \varepsilon_i ) external assets</td>
<td>( d_i ) external liabilities (deposits)</td>
</tr>
<tr>
<td>( n_w_i ) net worth</td>
<td></td>
</tr>
</tbody>
</table>

Source: Authors

2.2.3 Shock

After the initialization, the system is in inertia until we induce an adverse shock, which initiates the first lap of the simulation. There are two types of shocks we can examine:

- A certain portion (most often 100%) of external assets is wiped out from the balance sheet of a random bank - we call this a “local shock”.
- The external assets drop in value. This means that the percentage loss is applied to all banks – we call this a “global shock”.

2.2.4 Shock impact on a bank’s balance sheet

The initial shock may result in knock-on “domino” effects, where in each lap of the simulation, the set of banks that suffered losses transmit the shock further in a cascade effect. Let us consider one representative bank that receives a shock. Whatever the shock type, it is reflected in the balance sheet and the bank loses a certain part of its assets. Since the sum of assets must equal the sum of liabilities, the bank writes off an equal value of liabilities (firstly owners’ equity gets eradicated\(^3\), then claims of other creditors).

Let us suppose that the bank suffered a shock of size and hence it holds that

\[ l_i - a_i = \Delta_i \]

The external behaviour of the bank then depends on the size of the shock:

a) In the first place, the shock hits the bank’s net worth. If \( n_w_i > \Delta_i \), which means that the bank is able to cover the losses from its own funds, then the whole shock is absorbed by the bank’s capital and it is not propagated further.

\(^3\) As mentioned earlier, we simulate only a short period of banking system stress. Thus the net worth behaves only as a shock absorber and cannot be replenished during the simulation, e.g. by accumulating retained earnings.
b) If $n_{wi} \leq \Delta_i$, the residual shock further spreads to the interbank liabilities $b_i$, which means that it is uniformly transferred onto the creditor banks up to the value of the interbank liabilities. Hence, if there are creditor banks, in the next round each creditor bank receives a shock of 
$$\min \left( \frac{\Delta_i - n_{wi}}{m}, \frac{b_i}{m} \right)$$

As the propagating bank is not able to honour its debt, it defaults and it is removed from the system. The creditor banks evaluate the received shock in the next lap of the simulation. The simulation ends with a lap when no bank propagates the shock further. Additionally, it holds that:

i. If $b_i > \Delta_i - n_{wi}$, there is no residual shock to be transferred to the depositors.

ii. If $b_i < \Delta_i - n_{wi}$, the shock remainder is compensated by the external liabilities which means that the residual loss is covered by the depositors.

2.2.5 Effects of capital regulation

Capital regulation is modelled by a rule which measures whether a bank meets a strict capital adequacy ratio and in case of non-compliance it deprives the bank of its license. If $\frac{n_{wi}}{a_i} < CAD_1$, where $CAD_1$ is the strict capital adequacy requirement, the bank is removed from the system similarly as if it defaulted:

a) In order to repay its debt, the bank sells all its assets. Subsequently, it settles its debts from the funds it obtains by the asset sale. First, this pool of funds is used for the repayment of external liabilities. Second, the creditor banks are compensated by the repayment of interbank liabilities. If the bank is not able to repay its interbank liabilities, it uniformly transfers the loss onto the creditor banks. Finally, in the case that there are any funds left after settling all the bank’s debt, they disappear from the system.

b) To be able to finally remove the bank from the system, we also have to ensure that it does not have any claims against other banks. As mentioned above, we assume that the bank in liquidation sells all its assets. Since the claims on the debtor banks are sold to some external entity, these banks move the equivalent amount from their interbank liabilities to their external liabilities.

As the capital ratio varies in all simulations, the $CAD_1$ ratio cannot be set directly. Instead, we need to express the $CAD_1$ ratio as a percentage of the initial capital ratio by using the following parameter:

$$\text{removal\_ratio} = \frac{CAD_1}{\gamma}$$

In our simulations, this parameter reaches values from 0 to 1, and can be interpreted as the relative gap between the initial capital endowment to the critical $CAD_1$ level. If the removal\_ratio equals zero, no banks are removed as the regulation is switched off. If, on the other hand, the removal\_ratio equals unity, it means that the capital the
banks are initialized with equals the CAD1 requirement and thus a bank is removed immediately when its capital ratio falls below the initial level. Given a particular value of γ and removal_ratio, we can always calculate the exact CAD1 requirement.

2.3 Model control

For each comparative statics experiment, the model is run under several parameter settings which vary in predefined ranges. These intervals from which we draw the parameter combinations then form the axes of the charts. To obtain the observed values, for each parameter combination we run the model in several iterations, each with a different realization of the random network, and we average the result into a single data point.

3. Simulation Results

3.1 Basic behaviour under several types of shocks

First, we run the model in the basic setting. All the parameters are left at values stated in Table 1 apart from \( n_{wi} \) and \( p \), which are on the axes of the charts, and \( \alpha \), which equals zero for the first experiment and unity for the second one. Similarly to Nier et al. (2007) or Gai et al. (2010), we hit a random bank in the system by wiping out all of its external assets. The results of the first experiment are similar to Nier et al. (2007). On the left-hand chart of Figure 1, we see that the model behaviour is non-linear in both parameters. First, we look at the comparative statics under varying capital ratio. When these ratios are sufficiently high, at reasonably high connectivity levels, the only bank which defaults is the one on which we imposed the original shock. When the capital ratio is between 1% and 4% (depending on the connectivity), the loss buffers of the first line of the initial banks’ creditors are large enough to absorb the losses, which is the reason the number of defaults stays almost constant. However, if the capital ratio falls below this range, the first-line creditor banks default as well, spreading the losses in further laps of failures.

Second, as the probability of connecting two nodes varies while the total amount of interbank assets remains the same, since equation (1) holds, higher probabilities of connection lead to lower interbank exposures and hence lower riskiness that the initial shock triggers further rounds of defaults. Moreover, as we see in the left-hand chart of Figure 1, except for the situations with very low connectivity, the interbank system has high potential of absorbing the initial shock. For higher probabilities of connection, the relationship of the depositor losses and capital ratio is almost linear. On the other hand, higher connectivity means that more banks are exposed to the initial shock-propagator, and hence especially for capital ratios close to zero, it results in more defaults as we can see in the left-hand chart of Figure 1.
Generally, the smaller the capital buffer, the larger connectivity is needed to prevent a systemic crisis. Again, the left-hand chart of Figure 1 shows a “safe zone” of sufficient capital level and reasonably high connectivity, where the only bank to default is the one that is originally shocked. This area presents desirable parameter settings and in reality, both these two parameters are subject to regulation: the capital measures are
the main building block of the Basel agreements and the regulation of connectivity is performed by the large exposure limits which ensure that a bank’s interbank assets are diversified to reduce the credit concentration risk.\textsuperscript{4} Clearly, though, when the capital ratio is too small, the risk cannot be absorbed even with very high connectivity levels. Figure 1 also confirms the results by Mistrulli (2011), who concluded that the \textit{ex ante} maximum entropy assumption (which in our model equals the assumption that $p = 1$) underestimates the risk of systemic crisis.

Also, a situation may occur when all banks suffer minor losses, which happens when certain percentage of loans has to be written-off or when an asset which all of the banks possess drops in price. Figure 2 displays a short interval of 7.5\% to 10\% on which increasing connectivity results in shock dispersion and increased system resilience. With even lower capital ratios, there is a threshold level behind which all banks in the system default. The sudden occurrence of systemic break-down is caused by the relative homogeneousness of the banks’ balance sheets. Since the only mechanism by which the banks differ from each other is the random network initialization and since the interbank assets account for relatively small portion of the total assets, the banks’ capital buffers are of similar size.
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\textsuperscript{4} Credit concentration risk is addressed by the EU Directive No. 2006/48/EC.
3.2 CAD1 measure

As to the capital regulation, up until now we have focused only on the capital ratio describing the actual size of the banks’ capital buffers. However, it is not possible to simply prescribe a capital ratio and count on all banks’ compliance. There must be repressive mechanisms ensuring that all the banks keep their capital levels high enough, such as a ban on operation. Thus, we observe what happens if the banks that do not comply with the regulation are deprived of their license. The results are presented as follows: the top left-hand chart depicts the average number of banks that ended operation, either because they defaulted or because they were removed for not meeting the regulatory requirements, the top right-hand chart presents the number of banks removed by the regulator and the bottom left one the banks that defaulted and imposed losses on the rest of the system. The top right and the bottom left-hand charts result in the top left one when summed up. Finally, the bottom right-hand chart depicts the losses suffered by the depositors. On one axis there is the capital ratio, on the other one there is the removal ratio as defined by equation (2).

First, we examine a local shock hitting one random bank, a situation depicted in Figure 3. For high capital levels, the regulation takes out the banks that would not otherwise default, but when the capital buffers are small, the banks default before the regulation manages to remove them from the system. Hence, this measure fails to improve the system resilience and moreover, we see that the same holds for the depositor protection.

Figure 3
CAD1 Measure (local shock)
Figure 3 (Continuation)

Source: Authors.
Next, we study the case of a shock affecting all banks. Figure 4 implies that for small capital buffers (until approximately 2.5%), no banks are removed since almost all of them default right after accepting the shock. However, this situation differs from the one of a local shock in two aspects. First, as we can see in the top right-hand chart of Figure 4, high removal ratios cause the regulator to remove all banks in the system even though their capital buffers would be large enough for them to withstand the shock, which is clearly a rather unrealistic result. Second, there is an interval of capital ratios (approximately [2.5%, 5%]), where the regulation succeeds in lowering the number of defaulted banks and the depositor losses. However, this result is quite insignificant compared to the number of banks shut down by the regulator.

Figure 4
CAD1 Measure (global shock)

---

5 In reality, the removal threshold does not account for 100% of the capital the banks ought to have (for example, according to The Act on Banks 21/1992 Coll., the Czech banks should end their operation when their capital ratios fall below one third of the original Basel requirements). Also, we would expect many of the institutions to be bailed out instead of deprived of their licenses.
Figure 4 (Continuation)
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Source: Authors
Finally, we should repeat that the removal of the troubled banks from the system might be inefficient when a crisis emerges, but it is very important as a coercive measure to ensure that the capital buffers of the banks are large enough. Clearly, without the threat of a ban on operation, the banks would be much less willing to limit their leverage. When we think about the CAD1 measure as a necessity for ensuring certain capital buffers, \textit{i.e.} when we fix the removal ratio and consider the inverted relationship $\gamma = \text{removal\_ratio}_{\text{fix}} \cdot \text{CAD1}$, we see that there are obvious effects on the system’s resilience.

4. **Summary of Simulation Results and Further Research Opportunities**

Table 3 presents a summary of the simulation results. First, it is obvious that the levels of individual banks’ capital buffers are crucial for systemic stability. Moreover, the relationship between the capital ratio and the number of defaults in most of the situations appears to be of a “step-like” shape with sudden occurrence of a systemic breakdown rather than of a gradual nature. Hence, the regulatory protection needs to be scaled for much larger shocks which may not be very likely to occur but when they do, once the stress situation breaks through the capital barriers and triggers a system-wide crisis, the impact is devastating.

Second, once a crisis breaks out, the \textit{ad-hoc} discretionary measures alone, forcing the troubled banks to end operation (or sell a part of their assets, even though this possibility is left for further research), have almost no or very little effect on improving the situation. Moreover, when the illiquidity is high, any measure which increases the number of removed banks and assets sold in the market would only aggravate the breakdown and be rather counter-productive. However, since CAD1 contributes to maintaining the overall capital ratios, it is worth the extra costs it generates. The best option would seem to be to use it as preventive measure that forces the banks to have enough capital but do not use it in major distress. On the contrary, during the crisis, measures that prevent the banks from propagating the shocks through the network are more appropriate – such as state bail-outs. This forms a typical dynamic inconsistency problem and may result in increased moral hazard.

Several further research opportunities exist since the basic modelling framework presented in this paper is very flexible and easily used for simulations of financial systems behaviour in different institutional and regulatory environments. Firstly, it is interesting to explore other parameter combinations as well. For example, the number of banks and particularly the interbank assets ratio are parameters that also have effect on the stability of the banking system. Nier, \textit{et al.} (2007) describe how the system behaves under different interbank assets ratios and finds that increasing this parameter up to a certain level leads to enhanced shock propagation. Moreover, it would be interesting to endogenize this ratio and study how the system would be affected if the banks were reluctant to renew their loans to counterparties whose capital ratio fell below a certain level.
Table 3
Results Summary

<table>
<thead>
<tr>
<th>Experiment</th>
<th>Local</th>
<th>Global</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Basic behaviour</strong></td>
<td>Large capital buffers are the essential means to ensure systemic stability.</td>
<td>On a small range of capital ratios when the crisis is phasing in, the interbank connections have shock dispersion effects and reduce the number of defaults.</td>
</tr>
<tr>
<td></td>
<td>Given a fixed value of interbank assets, the more is the system intertwined, the more resilient it is against total breakdown.</td>
<td>The more heterogeneous are the banks’ balance sheets, the larger interval of capital ratios it takes for the system to break down.</td>
</tr>
<tr>
<td></td>
<td>On the other hand, higher number of interbank connections makes the system more fragile when the capital levels are low.</td>
<td></td>
</tr>
<tr>
<td></td>
<td>There are “safe zones” where sufficiently high capital buffers and enough connectivity ensure that the shock is absorbed in the system.</td>
<td></td>
</tr>
<tr>
<td><strong>CAD1 measure (bank removal)</strong></td>
<td>For high capital levels, the regulation takes out the banks that would not otherwise default.</td>
<td>High removal ratios cause that the all banks are removed even though their capital buffers would be large enough for them to withstand the shock.</td>
</tr>
<tr>
<td></td>
<td>When the capital buffers are small, the banks default before the regulation manages to remove them from the system.</td>
<td>There is a very small interval of capital ratios where the regulation succeeds to lower the number of defaulted banks and the depositor losses.</td>
</tr>
<tr>
<td></td>
<td>This measure fails to reduce the number of failed banks as well as the amount of depositor losses.</td>
<td></td>
</tr>
<tr>
<td>Local, global</td>
<td>When we think about the CAD1 measure as a necessity for ensuring certain capital buffers, we see that it has obvious positive effects on the system’s resilience.</td>
<td></td>
</tr>
</tbody>
</table>

Source: Authors

Second, our model can be easily extended to capture regulatory measures incorporated in Basel III such as liquidity regulation or capital conservation buffer. Also, we are working on the implementation of a systemic surcharge for the too-interconnected-to-fail banks. Unfortunately, due to the scope of this paper, not all the aspects of the model could have been described. In addition, our model assumes a random interbank network, which is an assumption that can be replaced by more sophisticated network structures that are closer to reality, e.g. the small-world networks or scale-free tiered structures. The occurrence of the systemic breakdown would be also probably less sudden and more gradual if the modelled banks were more heterogeneous – in this case it is possible that given a certain shock size, regulatory measures would prove efficient on a wider range of overall capital ratio. Ideally, the effects of regulation may be studied on the real-world interbank network data. Moreover, because of its agent-based nature, it is possible to extend the model with other features, such as endogenous network creation or more types of agents, such as central banks, hedge funds or individual depositors.
5. Conclusion

As a result of the recent global economic crisis, a revision of the current regulatory framework was necessary. In theory, Basel III should increase the system’s resilience by redefining current capital requirements and adding new measures. In practice, however, we believe that Basel III will fail as both Basel I and II did. In order to better understand the effects of regulation on systemic risk, we have constructed an agent-based network model of a banking system and used it for stress-testing of several different settings of regulatory environment. First, our simulations confirm that sufficient capital buffers of individual banks are crucial for protecting the stability of the whole system. Second, we see that the regulatory measures work best as a preventive measure which ensures that the banks possess sufficient capital buffers. However, they are not very effective once the system is collapsing, and if the overall market liquidity is low, they can even worsen the situation. Finally, there are issues with data availability. Since even the regulators do not usually precisely know how the real-world interbank exposures look like and because the maximum entropy approach used for estimation of these data underestimates the systemic risk, it is necessary that the banks provide more detailed data on their exposures so that the banking system models may be more efficient in exposing potential weaknesses. Were the interbank relationships more transparent, it would be much easier to pinpoint the potential weaknesses and devise targeted regulatory measures for systemic stability protection.
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